
ABSTRACT
People and companies today are connected around 

the world, which has led to a growing importance of the 
aviation industry. As flight delays are a big challenge in 
aviation, machine learning algorithms can be used to 
forecast those. This paper investigates the prediction of 
the occurrence of flight arrival delays with three promi-
nent machine learning algorithms for a data set of do-
mestic flights in the USA. The task is regarded as a clas-
sification problem. The focus lies on the investigation of 
the influence of short-term features on the quality of the 
results. Therefore, three scenarios are created that are 
characterised by different input feature sets. When for-
going the inclusion of short-term information in order to 
shift the prediction timing to an early point in time, an 
accuracy of 69.5% with a recall of 68.2% is achieved. 
By including information on the delay that the aircraft 
had on its previous flight, the prediction quality increases 
slightly. Hence, this is a compromise between the early 
prediction timing of the first model and the good predic-
tion quality of the third model, where the departure delay 
of the aircraft is added as an input feature. In this case, 
an accuracy of 89.9% with a recall of 83.4% is obtained. 
The desired timing of prediction therefore determines 
which features to use as inputs since short-term features 
significantly improve the prediction quality.

KEYWORDS
flight delay prediction; machine learning; aviation; 
feature importance; classification; SHAP.

1. INTRODUCTION
Globalisation and digitisation have led to a highly 

connected world where a tremendous amount of data 
is generated by companies, machines and individu-
als. One approach to manage substantial data sets is 

the use of automated methods like machine learning 
(ML). ML algorithms are able to learn from historical 
data and apply the knowledge gained to new records 
or situations. The algorithms analyse large data sets 
and thereby identify patterns within the data to gen-
erate a respective output [1].

One area that has a high potential for the appli-
cation of ML algorithms is the aviation industry, 
which is growing steadily. In 2019, 811 million peo-
ple took domestic flights in the USA, a 4.3% growth 
compared to the year before [2]. Airplane travel gen-
erates a lot of data, for example information on the 
flight schedule and the aircraft as well as data about 
the passengers or the weather conditions. This large 
amount of data can be used to predict an output for 
future situations, such as the arrival delay of a flight 
or the amount of fuel an airplane consumes. The 
knowledge gained thereby is helpful for implement-
ing optimisations in current processes to save money, 
assets or manual work.

A major challenge in civil aviation are flight de-
lays. According to the Bureau of Transportation Sta-
tistics (BTS), an airplane is considered as delayed 
if it arrives at least 15 minutes after the scheduled 
arrival at its destination airport [3]. The total cost of 
flight delays in the USA increased in recent years 
from 19.2 billion USD in 2012 to 33 billion USD in 
2019 [4]. When affected by delays, dissatisfaction 
grows among passengers because of missed connec-
tion flights. Both airlines and airports have to deal 
with increased costs and challenges in planning. 
Even though there is an ongoing effort in improving 
the current air traffic management (ATM) processes 
to minimise delays, e.g. by demand and capacity 
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applied as the goal is not to develop those algorithms 
further, but to investigate the influence of the features 
just explained. A data set that includes 5.82 million 
domestic flights in the USA is used for this purpose 
[13].

Various factors potentially influence the delay 
of a flight, but they usually interact with each other, 
and the relations are often non-linear. As looking at 
each influential feature individually is too complex, 
the application of ML is advantageous for this task. 
Figure 1 depicts the share of delayed flights over the 
year for the given data set. As one can see, there is 
no linear relationship between the number of flights 
and the share of delayed flights. The rate is highest 
in June and lowest in October, but the numbers of 
flights in those two months are comparable.

Figure 1 depicts an example of one executed anal-
ysis, which demonstrates the complexity of the task 
to predict flight delays. This is supported by the 
correlation matrix depicted in Figure 2. Most fea-
tures are not clearly correlated, the exceptions being 

planning [5], the costs resulting from delays are still 
increasing. Consequently, flight delay prediction is 
advantageous as efficient countermeasures can be 
implemented [6, 7]. Previous publications also un-
derline the relevance of this subject [6–12]. All in-
volved parties benefit from flight delay prediction as 
passengers can plan sufficient time for transfers, and 
airlines and airports are able to identify root causes 
and reduce adverse consequences. Hence, ML algo-
rithm application can be useful because a lot of data 
are generated in aviation and many features and com-
binations of those potentially influence postpone-
ments. Thereby, models can be built which are able 
to predict delays of future flights in order to achieve 
the advantages just named.

As flight delays pose a significant problem, this 
paper aims to examine and evaluate the prediction 
of flight arrival delays with ML methods. Thereby, 
a classification approach is taken, which means the 
objective is to predict if a flight will arrive with a de-
lay or on time. The focus of the examinations lies on 
the analysis of the influence of different features on 
the prediction quality. Especially the features “De-
parture Delay” and “Arrival Delay of the Previous 
Flight” (with the same aircraft) are targeted as those 
are short-term information, whose inclusion shifts 
the possible prediction timing forwards. In the scope 
of this paper, a short-term feature is a feature that is 
only available a short time (i.e. several hours or less) 
before the time the actual arrival delay is known. 
Furthermore, one aim is to identify features that have 
an influence on the prediction quality of flight arriv-
al delays to give recommendations on potential im-
provement areas. Thereby, standard ML methods are 
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Figure 1 – Share of delayed flights
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Yablonsky et al. [18] identified causes that have a 
high impact on flight delays. Overall, the National 
Aviation System (NAS) was responsible for most 
delays, which includes postponements due to air 
traffic control or airport operations. The second 
most important cause were late arriving airplanes 
that produced a delay for subsequent flights. Ding 
[7] used multiple linear regression for predicting 
flight delays. The author stated that departure delay 
and flight distance were the two most important fea-
tures. Ding was able to predict flight delays with an 
accuracy of nearly 80% when considering those two 
features as explanatory variables. However, as de-
parture delay is usually not known before take-off, 
prediction can only be carried out at short notice.

2.2 Machine learning based prediction of 
flight delays

Yazdi et al. [8] used a denoising autoencoder as 
well as the Levenberg-Marquart algorithm to pre-
dict flight delays as flight data often include a lot 
of noise. They achieved an accuracy of 96%, but 
“Departure Delay”, a short-term feature, is one of 
their input features.

The performance of several ML methods (spe-
cifically Random Forest (RF), Logistics Regression, 
K-nearest Neighbours, Decision Tree (DT) and 
Naïve Bayes) was evaluated by Huo et al. [9]. They 
obtained flight data for 2018 for 161 airports, which 
only included information on flight schedule. The 
algorithm with the best performance was RF with 
an accuracy of roughly 70%. In contrast to [8], they 
did not include any short-term features.

Belcastro et al. [6] also exclusively utilised 
features which are available several days before 
departure. The data set used contained roughly 30 
million records of domestic flights in the USA from 
five years with specific information about the flight 
schedule as well as the weather. From several ML 
algorithms applied, RF achieved the best results. 
When classifying flights up to a delay of 15 min-
utes as on-time, they achieved an accuracy of 74%. 
Additionally, they discovered that including weath-
er observations improved the results and thereby 
demonstrated that weather has a significant influ-
ence on flight delays.

Another team of authors who took weather con-
ditions into account is Gui et al. [10]. They collect-
ed information on airports, air routes and flights 
for 7500 records, but they did not state explicitly 
if short-term features were included. The authors 

“Departure Delay” and “Arrival Delay” as well as  
“Scheduled Flight Time” and “Distance”, which is 
logical as flights usually take longer if the distance 
is larger. Hence, the dependence of the output feature 
“Arrival Delay” from the other features cannot be ex-
plained easily, therefore ML algorithms are used in 
order to predict flight arrival delays.

After analysing and pre-processing the records, 
the three ML algorithms, Random Forest (RF), XG-
Boost and Neural Network (NN), are applied to the 
data. The performance of the algorithms is measured 
and improved by modifying the considered features 
and adapting the hyperparameters of the algorithms. 
The objective of the described approach is to practi-
cally examine the ability of ML algorithms to predict 
flight delays for the given data set with varying ex-
planatory variables.

The remainder of this paper is structured as fol-
lows: Section 2 summarises works on the subjects of 
ML applications in aviation as well as specifically on 
flight delay prediction. Section 3 deals with the meth-
odology applied, which includes a description of the 
data and algorithms used as well as relevant perfor-
mance metrics. In Section 4 the results are described, 
analysed and discussed in order draw a conclusion in 
Section 5.

2. RELATED WORKS
ML is an effective way to use large amounts of 

data for solving prediction tasks. One key perfor-
mance indicator to evaluate the quality of the forecast 
is the accuracy of the model. Its information value 
depends on the respective task or application [1, 14].

Several authors have investigated ML applica-
tions in the aviation sector. The objective of Burnett 
and Si [15] was to predict if injuries or fatalities are 
likely to happen in the case of an aviation accident 
and to identify causes that increase their likelihood 
consequently. Horiguchi et al. [16] examined the pre-
diction of airplane fuel consumption as the amount of 
fuel onboard has security and monetary impacts. Fur-
thermore, Jan and Chen [17] addressed the detection 
of unusual weather, such as downdraft or turbulence 
during the flight.

2.1 Flight delay prediction without the 
application of machine learning

Two authors who dealt with the topic of flight 
delay analysis and prediction without applying ML 
methods are Yablonsky et al. [18] and Ding [7]. 
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2.3 Contribution of this work
The studies presented above employ different 

feature sets. Hence, this work particularly aims to 
examine the influence of the two short-term fea-
tures “Departure Delay” and “Arrival Delay of the 
Previous Flight” as those are data which potentially 
improve prediction quality, but also shift the pre-
diction timing forwards. The framework of the ML 
application has to be defined depending on the ob-
jective as some goals do not allow including short-
term features. To the best of our knowledge, authors 
have either included those features or did not men-
tion them, but the influence of the features has not 
been discussed. However, this is of importance as it 
strongly impacts the possible applications of flight 
delay prediction.

3. METHODOLOGY
This section presents the techniques used to 

achieve the results presented in Section 4. This 
covers an introduction of the data set as well as an 
explanation of relevant features and applied algo-
rithms. Additionally, relevant performance metrics 
are described in order to evaluate the results.

3.1 Data
The main data set contains 5.82 million records 

for domestic passenger flights from and to 322 air-
ports in the USA with 14 airlines [13]. Figure 3 depicts 
all relevant features that are included in the data set, 
separated into categories for a better overview. The 
features belonging to Flight, Airport and Sched-
ule describe the general framework for each flight, 
hence they are available already several months 

dealt with the task as a binary classification prob-
lem with four categories. With the application of 
the ML algorithm RF, they achieved an accuracy 
of 90% for binary classification and 70% when 
considering four categories.

Other authors who also included weather fea-
tures (besides information on flight schedule and 
“Departure Delay”) are Kalyani et al. [11]. They 
took a two-layered approach, which consisted of 
first identifying a delay (binary classification) with 
the algorithm XGBoost to subsequently predict the 
exact length of the delay (regression) with linear 
regression. A data set with roughly 200,000 US 
domestic flights from six months in 2019 was uti-
lised. The authors achieved an accuracy of 94%.

Manna et al. [12] dealt with the task solely as 
a regression problem. Their data set contained 
information on the flight schedule. The features 
used were all available before departure (thus non-
short-term), therefore delay prediction could be 
made in advance. For solving that task, the authors 
used the ML algorithm Gradient Boosted DT (also 
known as XGBoost). Eventually, Manna et al. ob-
tained a root mean squared error of 10.7 minutes.

Multiple approaches for solving the task of pre-
dicting flight delays have been presented in this 
section, with both ML and non-ML methods. Espe-
cially the application of ML algorithms allows the 
generation of models to accurately predict flight 
delays. Thus, those methods are in the focus of this 
paper. Summarised, it is interesting that some au-
thors include short-term features such as “Depar-
ture Delay” and some do not. Another difference is 
that the authors apply various ML algorithms, but 
tree-based methods, like RF, are predominant.

Flight
- Airline
- Distance

Further features
- Weather features (ceiling
   height, temperature, 
   visibility, distance, wind
   speed)

Schedule
- Date (month, day, day of the 
  week)
- Holiday
- Scheduled departure time
- Scheduled flight time
- Scheduled arrival time

Airport
- Origin airport
- Destination airport

Short-term features
- Delay of the previous 
  flight
- Depature delay
- Arrival delay

Data set

Figure 3 – Relevant features of the data set
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termined. This investigation is essential as delay 
propagation is one cause for delayed flights and 
can be represented partially by those two Short-
term Features [19]. There are several authors who 
include the departure delay of a flight in order to 
predict arrival delay, which usually leads to a sat-
isfying performance of the algorithm. However, as 
this feature is only available just after departure, it 
is questionable if departure delay should be used 
as input. In order to determine its influence and 
discuss this issue further, this feature is part of the 
relevant features. “Delay of the Previous Flight” 
(arrival delay of the same aircraft on its previous 
flight) is also a feature which is further investigated 
as this information is available earlier than depar-
ture delay and hence might be a good compromise 
between long-term predictions and good perfor-
mance. For this paper, delay of the previous flight 
(in minutes) is added to the record if the aircraft 
arrived within four hours before the scheduled de-
parture of the upcoming flight (see Figure 4). If a 
longer period lies between two flights, the delay 
of the first one will probably not affect the second 
one severely anymore and is thus not considered 
and set to 0.

The result of the data set analysis is that most 
flight records are complete, so entries are available 
for all features. Overall, a maximum of 1.8% of 
the values of a feature are missing. Concerning the 
correctness of the data, it is detected that the air-
port codes in October have a wrong format, they 
are five-digit numbers instead of International Air 
Transport Association (IATA) three-letter codes. 
Hence, this is corrected during the pre-processing 
phase. All other values seem to be reasonable.

In total, 80.6% of all flights arrive at their des-
tination punctually, hence 14 minutes after the 
scheduled arrival time at the latest. This threshold 
is selected according to the Bureau of Transporta-
tion Statistics (BTS), which considers an airplane 
as delayed if it arrives at least 15 minutes after the 
scheduled arrival at its destination airport [3]. 

before the departure (see Figure 4). The dependent 
variable, which is to be predicted, is the “Arrival 
Delay”, classified as Short-term Feature in Figure 3. 
The records have either positive or negative values 
for this characteristic. A negative delay, also called 
absorbed delay, means that the airplane arrives ear-
lier at its destination than scheduled as any phase 
of the flight consumes less time than planned. Pos-
itive values mean that a delay is generated as more 
time than scheduled is needed for one or multiple 
phases of the flight [19].

Weather features are furthermore added given 
that those are identified as highly influential in the 
related research [6, 10, 11]. The information is col-
lected by meteorological stations across the coun-
try and is provided by the National Oceanic and 
Atmospheric Administration (NOAA), an agency 
within the United States Department of Commerce 
[20]. Various weather information for each airport 
is available for the whole year. As being relevant 
for influencing flight delays, the four features 
named in Figure 3 under Further Features are se-
lected. The intention is to use forecasted weather 
data for real-world implementation as shown in 
Figure 4. However, for the experiments executed 
in this paper, the historical true weather data are 
used due to a lack of weather forecast data. Mea-
surements are obtained at hourly intervals, so that 
weather conditions for the scheduled departure 
and arrival times for each flight are available. If 
disadvantageous weather conditions are forecasted 
at a scheduled departure or arrival time, this po-
tentially leads to a delay, which justifies using the 
weather forecast for the scheduled times. General-
ly, as shown in Figure 4, information on the weather 
conditions is available several days before the de-
parture of a flight through forecasts. Their reliabil-
ity depends on the prediction timing. According 
to NOAA, a forecast that is made seven days in 
advance has an accuracy of 80% [21].

The features “Delay of the Previous Flight” and 
“Departure Delay” are two Short-term Features, 
whose influence on “Arrival Delay” is to be de-

Static information Short-term information
Time

Several months
before departure

- Flight
- Airport
- Schedule

Several days
before departure

- Weather features
  (forecast)

Up to hours
before departure
- Delay of the
  previous flight

Just after
departure

- Departure
  delay

Figure 4 – Temporal availability of the data
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are many different records, the algorithm can build 
a model that is able to generalise the underlying pat-
terns and learn from them in order to give predic-
tions for unknown records [1, 24].

A very common and simple algorithm is Deci-
sion Tree (DT). It is a tree-based method that cre-
ates an output based on decision rules, which are 
evaluated sequentially at each node. DT is a rather 
simple algorithm that is usually outperformed by 
other methods [1, 23]. It is not applied for this pa-
per, but it forms the basis for further algorithms that 
are used in the following.

A more complex tree-based algorithm is RF, 
which is an ensemble learning method because it 
combines several DTs. One of its strengths is that 
the variance of predictions is reduced in compari-
son to a single DT. This is achieved as RF consists 
of many simple trees that are each trained with a 
random subset of the whole data set. Every subset 
contains a share of the records and of the explanato-
ry features. Consequently, each tree is trained with 
a different data set and is thus constructed uniquely 
[1]. For the implementations of RF in Python, the 
library scikit-learn is used [25].

Gradient Boosting DT is another tree-based en-
semble learning method. The library, which con-
tains its implementation, is called XGBoost [26]. 
This name is used for the algorithm in the scope of 
this paper. Similar to RF, it is an improved version 
of the DT algorithm. XGBoost applies Gradient 
Boosting on DTs, which takes multiple weak mod-
els to build a stronger prediction model by minimis-
ing their error. In contrast to RF, the construction of 
the trees happens sequentially and not in parallel. 
Thus, the method is exhaustive as it analyses all fea-
tures at every stage. In each iteration, a new model 
is integrated into the existing one. The additional 
tree is developed by giving more weight to the sam-
ples that were not predicted correctly at the earlier 
stage. Hence, the forecasting errors are reduced in 
each iteration [12].

The last algorithm that is applied is NN. It 
differs from the other procedures as it is not tree-
based. NNs try to reproduce the structure of the 
human brain. They are therefore built of one input 
layer, one or multiple hidden layers and an out-
put layer. All layers consist of a predefined num-
ber of nodes, which are also called neurons [1]. 
In the beginning, the input data are normalised to 
fit the values in an interval between zero and one. 
In order to create a model, each link between two 

As the majority (roughly 80%) of all flights are 
punctual, this class is over-represented, and the data 
set is unbalanced. That issue requires special atten-
tion when evaluating the results, which is further 
discussed in Sections 4.2 and 4.3.

The original main data set contains 5.82 million 
flights to 322 airports in the USA. As many small 
locations with little traffic are included, the focus 
is placed on the Core 30 airports to ensure that for 
every airport sufficient samples are available so that 
the algorithms are able to generalise. Those 30 air-
ports have great importance as well as significant 
activities and serve major metropolitan areas. The 
Federal Aviation Administration (FAA) defines the 
list of the Core 30 airports [22]. After deleting all 
records that include non-Core 30 airports, 2.23 mil-
lion records are left, which are roughly 40% of the 
original data set. Thereby, the computation time for 
every step is reduced as well. The new data set is 
used for all further pre-processing tasks.

3.2 Algorithms
The two tree-based ML algorithms Random 

Forest (RF) and XGBoost as well as the algo-
rithm Neural Network (NN), which belongs to the 
ML-subfield of deep learning, are applied in order 
to evaluate their performances with respect to the 
regarded data. Those algorithms are selected as they 
are standard methods and frequently used by other 
authors dealing with similar problems (see Section 
2). The algorithms are not modified or developed 
further in the scope of this paper as the focus lies 
on the analysis of the influence of several input fea-
tures on the prediction quality. The mathematical 
details of the algorithms can be found in the refer-
enced literature.

The ML algorithm creates a model, which con-
tains all the rules that are built when training the 
algorithm with data. With the help of ML, patterns 
are automatically detected in data sets in order to 
learn from those and predict an outcome of future 
unknown records [23]. Hence, ML is not directly 
about optimising processes, but about learning pat-
terns to make forecasts and thus to derive knowl-
edge that can be used to implement optimizations.

In general, ML can be distinguished into su-
pervised, unsupervised and reinforcement learning 
[23]. The regarded problem is solved with methods 
of supervised learning. It means that input as well as 
output values of each record have to be available so 
that the algorithm can learn their relation. As there 
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rives at least 15 minutes after the scheduled arrival 
at its destination airport [3]. This definition is also 
applied for the paper.

Accuracy, given in Equation 1, provides the share 
of correct predictions, so it gives information on the 
overall performance of the model. However, it does 
not say how well a particular class is predicted [6, 
29].

Accuracy TP TN FP FN
TP TN= + + +

+  (1)

To obtain information on performance regarding 
a specific class, the evaluation criterion recall, also 
called sensitivity, is generally useful. It describes 
the share of delayed flights that is correctly predict-
ed. Equation 2 gives the corresponding calculation. 
The counterpart for the Negative class (i.e. punctual 
flights) is called specificity. Within the scope of this 
paper, the recall is more informative as it focuses on 
the minority class. This is important as our aim is to 
identify delayed flights. The precision (also given 
in Equation 2) describes the rate of actually delayed 
flights among all flights that are predicted as de-
layed [1,14].

Recall TP FN
TP

Precision TP FP
TP

= +

= +
 (2)

The Fβ score combines the recall and precision 
metrics by calculating their weighted harmonic 
mean. Thus, extreme values of one of the single 
metrics are more penalised compared to the arith-
metic mean. By adding the weight β, one of the 
classes can be emphasised. A value of 1 means that 
the classes are considered equally important (known 
as F1 score). As the delayed flights offer more infor-
mation to us, β is set to 2 [30].

F precision recall
precision recall

1 2
2$ $

$

b
b= + +b ^ h  (3)

4. RESULTS
This section presents the results obtained by the 

application of three ML algorithms to predict flight 
arrival delays. The focus is hereby on analysing 
the impact of short-term features and identifying 
influential features. The implementations of the 

neurons of subsequent layers is initially assigned a 
random weight. Every input is weighted when being 
forwarded to a node. Then, a bias is added to the 
sum of all weighted inputs. Thereafter, an activation 
function is applied before the output is forwarded 
to all subsequent nodes in the next layer. This pro-
cedure continues until the output layer is reached, 
where the overall result is calculated. Depending 
on the error between this output and the actual ob-
served value, the weights of the neurons are adapted 
during further training iterations, which are called 
epochs [14, 24]. For this paper, the library used for 
building NNs is called TensorFlow, Keras forms an 
interface to TensorFlow [27, 28].

Each of the presented algorithms is characterised 
by hyperparameters, which influence their perfor-
mance. They have to be set by the user in advance to 
the learning process. This requires several runs with 
different hyperparameters to find an optimal con-
figuration for the given problem. The execution of 
the so-called hyperparameter tuning is explained in 
Section 4.3. The tunable hyperparameters and their 
explanations are given in [25–27].

3.3 Performance metrics
For measuring the ability of a model to predict 

a correct output, such as the expected delay of a 
flight, different performance metrics can be taken 
into account. Those allow to compare the results of 
different models, for example when testing different 
sets of hyperparameters. Specifically, the real values 
of the output feature are compared to the predictions 
made by the model.

In case the output values are grouped into classes 
(classification approach), the predictions by the al-
gorithm can only be correct or wrong. The basis for 
all considered performance metrics is the confusion 
matrix, as shown in Table 1 [29].

In this case, the two possible classes are Posi-
tive (i.e. flights that are delayed) and Negative (i.e. 
punctual flights). Depending on the predicted val-
ues, all records are assigned to one field in the table. 
According to the Bureau of Transportation Statistics 
(BTS), an airplane is considered as delayed if it ar-

Table 1 – Confusion Matrix [1]

Predictions
Positive Negative

Actual values
Positive True positive (TP) False negative (FN)
Negative False positive (FP) True negative (TN)
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eral hyperparameters can be set in order to specify 
a framework for the algorithm and thus to improve 
the results.

4.2 Non-optimised models
In the beginning, the default values of the hy-

perparameters [25–27] are chosen to produce first 
results. Neural Network (NN) consists of one hid-
den layer with 100 neurons. The performances of 
the models are summarised in Table 2.

At first glance, the results seem to be pretty good 
(independently from the set of input features) as the 
accuracy of all models is higher than 80%, which 
means that more than 80% of all records in the test 
set are correctly predicted as punctual or delayed. 
However, the recall and Fβ score are rather low for 
input feature sets (1) as well as (1)+(2), especially 
for NN. The reason for it is that most flights that are 
actually delayed are predicted as punctual, so the 
prediction is wrong in those cases. The high accu-
racy at the same time can be explained by the struc-
ture of the data set, as it is unbalanced. This means 
that one class is over-represented and the other one 
is under-represented. In the case of the given data 
set, 80% of all records arrived punctually (over-rep-
resented class) and only 20% of the flights were de-
layed (under-represented class). Hence, if a model 
always predicts that a flight is punctual, an accuracy 
of 80% and a recall of 0% would be the result. This 
baseline result emphasises the importance of not 
solely regarding accuracy as performance metric as 
it does not sufficiently describe the quality of pre-
diction. The issue of handling an unbalanced data 
set is further stressed in the following section.

Concerning the different feature sets, the results 
are slightly improved with the inclusion of “Delay 
of the Previous Flight” (sets (1)+(2)). The improve-
ment is larger if the feature “Departure Delay” is 
included instead (sets (1)+(3)), especially when re-
garding the recall and Fβ score. This already shows 

ML algorithms are taken from different libraries 
without modification [25–27]. The evaluation of the 
results is crucial and helps to understand the quality 
of the predictions made by the models.

4.1 Experimental approach
The target feature to be predicted is “Arriv-

al Delay” with the two categories “punctual” and 
“delayed”. In the context of this paper, a delay of 
less than 15 minutes is still considered as punctual, 
while an airplane that arrives later at its destination 
is counted as delayed [3]. During the training phase, 
the algorithms are employed to identify patterns 
in the data in order to develop a prediction model, 
which is validated in the subsequent step, the test 
phase [1]. Three combinations of sets of input fea-
tures are used in order to investigate the influence 
of the short-term features “Delay of the Previous 
Flight” and “Departure Delay”. The features be-
longing to each set are given below; relevant is set 
(1) and the combinations of sets (1)+(2) as well as 
sets (1)+(3). The features are explained in more de-
tail in Section 3.1: (1) Standard set (all features from 
Figure 3, except Short-term Features), (2) “Delay of 
the Previous Flight” and (3) “Departure Delay”.

In order to train the algorithms and to validate 
the model afterwards, the data set is split into a train 
and a test subset. The test data are unseen by the 
model in the training phase, which is required for 
a realistic evaluation of the model’s performance. 
Commonly used train-test splits are 80:20 or 75:25 
ratios [9,11]. For this paper, a train-test split of 
75:25 is chosen, which means the model is trained 
with 75% of the records and tested with the remain-
ing 25%.

In the next step, the respective algorithm is 
trained and then the performance of the model is 
evaluated by means of the test subset. The evalu-
ation metrics are accuracy, recall and the Fβ score 
(see Section 3.3). When training the algorithm, sev-
Table 2 – Results of non-optimised models (%)

Features
Random forest XGBoost Neural Network

Accuracy Recall Fβ Accuracy Recall Fβ Accuracy Recall Fβ

(1) 82.3 14.0 16.6 82.0 12.1 14.5 81.0 3.3 4.0

(1)+(2) 82.7 17.2 20.2 82.4 16.0 18.9 81.0 3.9 4.8

(1)+(3) 92.7 69.1 72.6 92.8 70.0 73.3 91.1 58.1 62.8
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move around the set search space. In each iteration, 
every particle moves further and tries to improve 
the previously found solution. Thereby, PSO is able 
to focus on promising regions in the search space 
[33]. The hyperparameters that are optimised with 
respect to a high accuracy and a high recall are giv-
en in Table 3. Multiple further hyperparameters are 
tested in pre-experiments, but it appeared that the 
selected hyperparameters are the most influential 
ones and thus the tuning focused on those to keep 
the computational complexity on a reasonable level.

As the available data set is unbalanced (80% of 
all records belong to the punctual class and only 20% 
of the flights are delayed), undersampling is applied 
to the train subset in order to balance it. This method 
is often used to improve the performance with unbal-
anced data sets; it randomly reduces the records of 
the over-represented class until the amount of records 
of both classes are equal [6, 8, 10].

Table 3 – Tuned hyperparameters

Algorithm Hyperparameters

Random Forest
 – Maximum depth
 – Maximum number of leaf nodes
 – Number of estimators (trees)

XGBoost

 – Maximum depth
 – Learning rate η
 – Minimum loss reduction required  

      for a split γ
 – Subsample ratio of the training  

      records

Neural Network

 – Number of layers
 – Number of nodes per layer
 – Number of epochs
 – Learning rate

Additionally, the reliability of the results is ex-
amined through the application of 10-fold cross-val-
idation. Therefore, the data set is divided into ten 
subsets, which is a commonly used split. The al-
gorithm is thus trained with 90% of the data and 
tested with the remaining 10% of the records. This 
procedure is conducted ten times, and each time a 
different subset is used for testing. The values of the 
evaluation criteria (accuracy, recall and Fβ score) of 
all runs are averaged. Thereby, the variance of the 
predictions is analysed [1, 24]. In the cases of the 
tested models, the reliability of the results is high 
as the values of the evaluation criteria differ only 
slightly when applying 10-fold cross-validation. 
One implication thereof is that an adjustment of the 

the potential of the two short-term features, where 
the impact of “Departure Delay” is especially visi-
ble.

Further experiments with input feature sets 
(1)+(2)+(3) are conducted. The results are compara-
ble to those achieved with input feature sets (1)+(3). 
Consequently, “Delay of the Previous Flight” does 
not lead to an improvement if “Departure Delay” 
is considered but involves additional complexi-
ty. Hence, the combination from input feature sets 
(1)+(2)+(3) is not considered any further.

Moreover, experiments are conducted that in-
clude the congestion at the airports as input fea-
ture. This is identified as being influential on arriv-
al delays in [31]. Therefore, the number of flights 
departing and arriving at each airport every hour is 
summed up and put into relation to the maximum 
demand that arose at the specific airport in one hour 
over the year. Thereby, the relative congestion at the 
time of a flight is calculated. However, the inclusion 
of this information does not bring an improvement, 
which is why the feature is not further considered 
even though congestion at an airport might influ-
ence delays. The expected reason for the absent im-
provement is that the underlying data set only con-
tains domestic flights in the USA, and international 
flights (which are rather frequent at large airports) 
are not included. Hence, the estimation of the con-
gestion is too inaccurate to improve the results.

Generally, the obtained results are best for the 
tree-based algorithms Random Forest (RF) and XG-
Boost. As the results with a low recall and Fβ score 
are not satisfactory yet, especially when regarding 
feature sets (1) and (1)+(2), the models are further 
optimised in the following.

4.3 Optimised models
For optimising the results, the hyperparameters 

of each algorithm are tuned by means of the two 
widely used methods, Grid Search (GS) and Parti-
cle Swarm Optimisation (PSO) from the Optunity 
library [32]. GS is an approach that tries different 
sets of hyperparameters in a structured manner, 
which means that the performance of all possible 
combinations of parameters that are defined before-
hand is tested. It helps in identifying rough ranges 
for the hyperparameters, but as the approach has a 
fixed design, information gained during the optimi-
sation procedure is not further considered. This is 
done with PSO, which is a population-based opti-
misation method. A predefined number of particles 
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However, as it is a short-term feature and known 
just after departure, its inclusion only brings a small 
advantage for the prediction of “Arrival Delay” as 
the forecast cannot be made several days or at least 
hours in advance. For this reason, the effect of the 
feature “Delay of the Previous Flight” is also in-
vestigated, as shown in Table 4 in row (1)+(2). This 
feature is included as the postponement that results 
from a delayed previous flight is known earlier than 
“Departure Delay”. In this case, the model does 
not perform as well anymore, but an improvement 
compared to input feature set (1) is achieved. The 
accuracy increased from 69.5% to 70.9% and the Fβ 
score from 57.2% to 58.1%.

Besides measuring the performance with the 
performance metrics accuracy, recall, and Fβ score, 
the influence of the individual input features is of 
interest in order to draw conclusions. Therefore, 
SHapley Additive exPlanations (SHAP) are used to 
help interpreting the results and to explain the out-
puts of the ML models [34]. Figure 5 plots the SHAP 
values for the models with input feature sets (1)+(2) 
(Figure 5a) as well as (1)+(3) (Figure 5b) for XGBoost. 
The figures depict the rankings of the input features 
(the most important one is at the top) and the relat-
ed impact on the prediction made. On the left side, 
the 20 most important features per model are listed 
in descending order. The SHAP values are shown 
on the x-axis. Each dot represents one cell in the 
data set, so the value of one feature for one record. 
A blue dot means that the record of the regarded  

train-test split by increasing the share of the training 
subset does not result in a significantly optimised 
outcome.

Table 4 shows the achieved results of all three 
algorithms for the different feature sets. Generally, 
undersampling has led to a decreased accuracy, but 
a strongly increased recall and Fβ score, which are 
very important metrics. The recall gives the share of 
delayed flights that was classified correctly, the Fβ 
score takes into account both classes. Overall, the 
conducted optimisations are successful as signifi-
cant improvements compared to the non-optimised 
results in Table 2 are achieved. When regarding the 
works presented in Section 2, the results achieved 
by the authors have a similar quality in compari-
son to those shown in Table 4, but due to different 
research questions, evaluation metrics, frameworks 
and data sets, a direct comparison is not possible.

The obtained results of the algorithms RF, XG-
Boost and NN shown in the table below are similar, 
but the tree-based algorithms perform slightly better 
than NN. The better performance of algorithms like 
RF or XGBoost over other algorithms was already 
identified by several authors [6, 9, 10].

Comparing RF and XGBoost, the given problem 
is better solved by the latter algorithm for feature sets 
(1) as well as (1)+(2) (“Delay of the Previous Flight” 
included). For feature sets (1)+(3) (“Departure De-
lay” included), the two algorithms nearly perform 
equally. Hence, the results produced with XGBoost 
are further focused for more detailed analyses.

Table 5 exemplarily shows the values of the hy-
perparameters for XGBoost (for input feature sets 
(1)+(2)) that produce the best results concerning 
both accuracy and recall after conducting PSO. 
For the sake of clarity, the other parameters are not 
shown here.

Regarding the different feature sets of the opti-
mised models (see Table 4 for the results), the per-
formance is best with sets (1)+(3), with an accura-
cy of 89.9% and an Fβ score of 80.3%. This was 
already expected because “Departure Delay” cor-
relates with “Arrival Delay” as shown in Figure 2. 

Table 4 - Results of optimised models (%)

Features
Random Forest XGBoost Neural Network

Accuracy Recall Fβ Accuracy Recall Fβ Accuracy Recall Fβ

(1) 68.7 67.2 56.2 69.5 68.2 57.2 66.1 65.8 54.0

(1) + (2) 70.1 67.2 56.9 70.9 68.5 58.1 66.6 66.5 54.7

(1) + (3) 90.2 81.7 79.4 89.9 83.4 80.3 86.5 85.3 78.8

Table 5 – Tuned hyperparameters for XGBoost with feature 
sets (1)+(2)

Hyperparameter Chosen value Default value

Max. depth 70 6

Learning rate η 0.09 0.3

Min. loss reduction required 
for a split γ 0.59 0

Subsample ratio of the train-
ing records 0.88 1
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high influence. Here, a higher value for flight time 
(red) contributes to “Arrival Delay” in a negative 
way as aircraft can potentially reduce departure de-
lays during a longer flight.

Comparing both figures, the ranking of the fea-
tures differs, but in general, the features that be-
long to the most important features in Figure 5a are 
also included in Figure 5b. Schedule information 
is important, such as flight date details (“Day of 
the Week” and “Month”), information if the flight 
takes place on a holiday and the scheduled times. 
Moreover, features that describe the weather con-
ditions at the origin and destination airports are  

feature has a low value, a red dot stands for a high 
value. The position of the dots on the x-axis ex-
plains if it contributes to the prediction negatively 
or positively [35].

The feature “Scheduled Departure Time” in 
Figure 5a has a positive influence on the “Arrival De-
lay” for high (late) departure times (red dots). As 
this feature is on the top of the list, it has a strong 
impact on the output value. This means that “Sched-
uled Departure Time” influences “Arrival Delay” in 
a way that a late departure on a day implies delays 
as those tend to propagate over the day. In Figure 5b, 
“Scheduled Flight Time” is another feature with a 

Scheduled departure time
Holiday

Delay of the previous flight
Schedulled arrival time

Destination airport ceiling height
Origin airport temperature

Month
Origin airport ceiling height

Scheduled flight time
Airline DL

Day of the week
Distance

Destination airport visibility distance
Destination airport temperature
Destination airport wind speed

Origin airport visibility distance
Origin airport wind speed

Airline NK
Airline F9

Airline WN

Departure delay
Scheduled flight time

Distance
Destination airport ceiling height

Origin airport temperature
Airline UA

Scheduled arrival time
Airline WN

Day of the week
Origin airport ceiling height

Destination airport temperature
Month

Holiday
Scheduled departure time

Destination airport wind speed
Destination airport visibility distance

Airline DL
Destination airport LAX

Origin airport wind speed
Origin airport visibility distance

a) Feature sets (1)+(2)

-1 0 1 2 3
SHAP value (impact on model output)

b) Feature sets (1)+(3)

-4 -2 0 2 4 6 8
SHAP value (impact on model output)

Feature value

HighLow

Figure 5 – SHAP values for XGBoost
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prediction timing backwards, the feature “Delay of 
the Previous Flight” (which is the arrival delay the 
aircraft had on the last flight) is proposed as an al-
ternative input. An accuracy of 70.9% with a recall 
of 68.5% is achieved. This set of input features can 
be used to improve processes at airports and airlines 
to avoid upcoming delays. When forgoing the use 
of short-term features, both accuracy and recall de-
crease, but this approach allows to investigate the 
impact of non-short-term features on delays.

One limitation of this work is the used data ba-
sis. There are additional features that might influ-
ence delays but were not available for this paper. 
Those are, for example, details on the flight routes, 
airport characteristics or the expected demand. De-
lay of crew members might be important as well 
because this can also lead to a delay of the current 
flight. In our future work, we aim to broaden the 
data basis to further investigate the relevance of oth-
er feature groups on the achieved prediction quality. 
Moreover, the specific causes of delays are an as-
pect where extensive examinations are potentially 
beneficial for airlines and airports to save costs and 
improve the operating performance.

Summarised, the features to be considered for 
flight delay prediction depend on the goal of the pre-
diction. If a forecast is to be made as early as possi-
ble (e.g. for implementing problem solving actions), 
it is not possible to include short-term features and 
hence the prediction quality decreases. For short-
term predictions, the inclusion of “Departure De-
lay” results in a precise forecast. A compromise is 
obtained by adding “Delay of the Previous Flight”.

Delia SCHÖSSER, M.Sc.1 

(korrespondierende Autorin) 
E-Mail: delia.schoesser@tu-dresden.de
Jörn SCHÖNBERGER, Prof. Dr.1 
(korrespondierender Autor) 
E-Mail: joern.schoenberger@tu-dresden.de
1 Technische Universität Dresden 
 Fakultät Verkehrswissenschaften "Friedrich List" 
 Institut für Wirtschaft und Verkehr 
 01062 Dresden, Deutschland

ÜBER DIE PERFORMANZ DER AUF 
MASCHINELLEM LERNEN BASIERENDEN 
FLUGVERSPÄTUNGSVORHERSAGE:  
UNTERSUCHUNG DES EINFLUSSES VON 
KURZZEITMERKMALEN

ZUSAMMENFASSUNG
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um die Welt miteinander verbunden, was zu einer 

included in both figures. One group of features that 
is not represented in the plots is information on air-
port identifiers, i.e. respective origin and destina-
tion airports.

Those two figures are selected to be added in the 
paper as the underlying models both have one short-
term feature as input, whose influence is to be inves-
tigated. In Figure 5a, “Delay of the Previous Flight” 
is ranked third among the most influential features. 
A high value for this feature generally leads to a 
positive value for “Arrival Delay”. However, its 
influence on the output is lower (-1 to +3) com-
pared to “Departure Delay” (-4 to +8) in Figure 5b. 
Summarised, those plots support the results given 
in Table 4 and also explain why the models with in-
put feature sets (1) + (2) are outperformed by the 
models with feature sets (1)+(3). “Delay of the Pre-
vious Flight” in Figure 5a only ranks third, whereas 
“Departure Delay” in Figure 5b ranks first and has 
a larger impact on the model output. This explains 
the good performances of models where “Departure 
Delay” is included as input feature.

5. CONCLUSION
This paper investigated the potential of predict-

ing the occurrence of flight arrival delays with the 
use of ML methods. The relevance of this subject 
was shown by multiple publications in this field. 
However, the importance of different input features, 
especially short-term features, was only marginally 
or not at all examined to date.

Therefore, the performance of the three algo-
rithms, Random Forest (RF), XGBoost and Neural 
Network (NN), was analysed together with three 
different sets of input features. Overall, the best 
results were obtained with XGBoost. Generally 
speaking, it is possible to predict flight arrival de-
lays with ML algorithms. However, the performanc-
es of the trained models are highly sensitive to the 
included input features. This is why the influence of 
two short-term features on the performance of ML 
models was especially investigated, as their inclu-
sion strongly impacts the potential applications.

The inclusion of “Departure Delay” leads to sat-
isfying results with an accuracy of roughly 90%. 
However, the practicability is limited as a prediction 
at this point of time only brings slight advantages, 
in particular for short-distance flights. For long-dis-
tance flights there is still time for the Air Naviga-
tion Service Provider to reschedule the incoming 
flights at the destination airport. In order to shift the 
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wachsenden Bedeutung der Luftfahrtindustrie führt. Da 
Flugverspätungen eine große Herausforderung in der 
Luftfahrt darstellen, können Algorithmen des maschi-
nellen Lernens dazu verwendet werden, Verspätungen 
vorherzusagen. In diesem Paper wird die Vorhersage des 
Auftretens von Verspätungen bei der Ankunft von Flügen 
mit drei bekannten Algorithmen des maschinellen Lern-
ens für einen Datensatz von Inlandsflügen in den USA 
untersucht. Die Aufgabe wird als Klassifikationsproblem 
betrachtet. Der Schwerpunkt liegt auf der Untersuchung 
des Einflusses von Kurzzeitmerkmalen auf die Qualität 
der Ergebnisse. Dazu werden drei Szenarien erstellt, die 
durch unterschiedliche Eingangsmerkmale gekennzeich-
net sind. Bei Verzicht auf die Einbeziehung von Kurzzeit-
informationen, um den Zeitpunkt der Vorhersage auf ein-
en frühen Zeitpunkt zu verlegen, wird eine Genauigkeit 
von 69,5 % bei einem Recall von 68,2 % erreicht. Durch 
die Einbeziehung von Informationen über die Ver-
spätung, die das Flugzeug auf seinem vorherigen Flug 
hatte, steigt die Vorhersagequalität leicht an. Es handelt 
sich dabei um einen Kompromiss zwischen dem frühen 
Vorhersagezeitpunkt des ersten Modells und der guten 
Vorhersagequalität des dritten Modells, bei dem die 
Abflugverspätung des Flugzeugs als Eingangsmerkmal 
hinzugefügt wird. In diesem Fall wird eine Genauigkeit 
von 89,9 % mit einem Recall von 83,4 % erreicht. Der 
gewünschte Zeitpunkt der Vorhersage bestimmt daher, 
welche Merkmale als Eingabedaten zu verwenden sind, 
da kurzfristige Merkmale die Vorhersagequalität erhe-
blich verbessern.
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Flugverspätungsvorhersage; Maschinelles Lernen;  
Luftfahrt; Wichtigkeit von Merkmalen; Klassifikation;  
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