ABSTRACT

Traffic flow forecast is critical in today’s transportation system since it is necessary to construct a traffic plan in order to determine a travel route. The goal of this research is to use time-series forecasting models to estimate future traffic in order to reduce traffic congestion on roadways. Minimising prediction error is the most difficult task in traffic prediction. In order to anticipate future traffic flow, the system also requires real-time data from vehicles and roadways. A hybrid autoregressive integrated moving average with multilayer perceptron (ARIMA-MLP) model and a hybrid autoregressive integrated moving average with recurrent neural network (ARIMA-RNN) model are proposed in this paper to address these difficulties. The transportation data are used from the UK Highways dataset. The time-series data are preprocessed using a random walk model. The forecasting models autoregressive integrated moving average (ARIMA), recurrent neural network (RNN), and multilayer perceptron (MLP) are trained and tested. In the proposed hybrid ARIMA-MLP and ARIMA-RNN models, the residuals from the ARIMA model are used to train the MLP and RNN models. Then the efficacy of the hybrid system is assessed using the metrics MAE, MSE, RMSE and R2 (peak hour forecast-0.936763, non-peak hour forecast-0.936763, non-peak hour forecast-0.936763, non-peak hour forecast-0.936763 on ARIMA-MLP model and peak hour forecast-0.9416466, non-peak hour forecast-0.931917 on ARIMA-RNN model).
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1. INTRODUCTION

In developing technology, real-time traffic flow prediction is a crucial problem in intelligent transportation systems because traffic congestion problems need to be managed [1, 2]. Especially in the peak hours, analysing the time-series traffic data and understanding the traffic characteristics is crucial in the transportation process [3]. Additionally, the traffic flow behaviour has been analysed using monitoring devices that help controlling traffic congestions. The traffic monitoring system records the time-series activities in peak time and non-peak time to estimate the traffic congestion [4]. The continuous monitoring of traffic data helps in detecting the traffic congestion. Apart from these issues, the traffic flow data collected from the source will have an irregular pattern most of the time, which creates difficulties in building the model [5]. The forecasting process has to overcome these issues. The forecasting techniques analyse the historical traffic data and predict the future data. Several forecasting techniques such as autoregression (AR), moving average (MA), autoregressive moving average (ARMA), autoregressive integrated moving average (ARIMA), vector autoregression (VAR), simple exponential smoothing (SES), etc. are normally being used to successfully analyse the traffic flow time-series data [6–8]. The residual analysis consists of several assumptions while performing the statistical test on the traffic data forecasting process [9]. Therefore, the time-series dataset is successfully handled by forecasting technique which uses the day, hour, week, and monthly data to predict the future data. As discussed, the error or residual value reduces the entire performance of the forecasting system. Different machine learning and deep learning models are utilised in many researches to reduce the forecasting errors and maximise the precision value [10–12]. These techniques examine the computational relevance and correlation that exists.
in the time-series data, which helps the models to forecast the future time-series data pattern from the past analysis. This leads to an increase in the overall forecasting accuracy. The machine learning techniques undergo the following steps, such as: data gathering, exploration, data preparation, forecast modelling, and performance evaluation in order to effectively analyse the time-series information according to the defined criteria, and the future variables are forecasted successfully. Even though these methods work effectively, the time-series forecasting process has few challenges, such as lack of data, lack of domain knowledge and low accuracy results, leading to computational complexity. Therefore, in this work, the various forecasting models are combined to build the hybrid models in order to enhance the prediction accuracy. The hybrid model is a mixture of linear and nonlinear models. The residual from the linear model is given to nonlinear model to learn its nonlinear behaviour. The development of hybrid autoregressive integrated moving average with multilayer perceptron (ARIMA-MLP) and hybrid autoregressive integrated moving average with recurrent neural network (ARIMA-RNN) models examines the traffic flow time-series data to predict the future traffic flow. The main advantage of integrating the linear and nonlinear model is to enhance cooperative selection of inherent features in the time-series data. The hybrid models are implemented and are evaluated with the performance metrics.

The remaining work is organised as follows: Section 2 examines the different researcher opinions regarding the time-series forecasting process. Section 3 discusses the traditional forecasting models such as autoregressive integrated moving average (ARIMA), multilayer perceptron (MLP) and recurrent neural networks (RNN) models. Section 4 examines the hybrid time-series forecasting models. Section 5 discusses about the results obtained from the traditional models and hybrid models. Finally, Section 6 discusses the conclusion of the work.

2. RELATED WORK

This section elaborates on the different researcher opinions, working processes, thoughts and ideas on the traffic flow forecasting process. Alghamdi et al. [13] used the autoregressive integrated moving average (ARIMA) model to implement the traffic congestion forecasting system. Long-term traffic forecasting is not normally recommended due to the unpredictable nature of road traffic circumstances. As a result, this system examined the non-Gaussian traffic data using a short-term, time-series technique to predict traffic congestion and identify abnormal traffic status. Short-term traffic estimates on highways are created based on current and historical traffic data and range from a few seconds to a few hours in the future. The system successfully preprocessed the traffic data and noted the traffic congestion and traffic flow with a 95% confidence level. Pan et al. [14] implemented the time-series forecasting system by applying hybrid extreme learning machine models. This process examined both linear and nonlinear patterns in creating the time-series forecasting model. The hybrid forecasting model efficiency was evaluated with linear autoregression neural network technique.

Ma et al. [15] developed the time-series-based traffic forecasting model using a hybrid machine learning approach. During this process, the multilayer perceptron derived the scale-co-movement patterns from the traffic flow. In addition to this, location-related traffic features were derived using an autoregressive integrated moving average (ARIMA) approach. The extracted features were further examined using a multidimensional support vector machine approach that predicted the traffic flow with maximum forecasting accuracy.

Wu et al. [16] proposed a hybrid deep learning approach to develop a traffic flow prediction system. The hybrid approach analysed the spatial and temporal characteristics of the traffic flow and resolved the involved issues. During this process, daily or weekly traffic flow characteristics were analysed, and the spatial features were extracted with convolution networks. The recurrent network was utilised to derive the temporal features used to predict the traffic flow with maximum accuracy. Boukerche et al. [17] efficiently analysed the hybrid machine learning models while predicting vehicular traffic flow. This system utilised the graph convolution neural networks, gated recurrent unit and the deep aggregation structures for analysing the traffic flow pattern by resolving the real-time online prediction task. The developed system used the refinement-learning concept in understanding the online prediction strategy. The efficiency of the system was determined using the vehicular cloud structure.

Kumar et al. [18] developed a short-term traffic flow forecasting system using seasonal autoregressive integrated moving average (SARIMA)
approach. This system utilised the three-lane Chennai arterial roadway traffic information. The collected data were analysed using partial autocorrelation function that derived the traffic patterns. The model parameters were further studied with the maximum likelihood value presented in R. The derived features were also analysed using the ARIMA model that predicted the traffic flow with 4 to 10 of mean absolute percentage error. Li et al. [19] forecasted the particulate matter 2.5 using hybrid convolution with long short-term memory neural networks (CNN-LSTM). The system used the seven days of air quality information from Beijing. The gathered details were examined using four models such as multivariate LSTM, univariate LSTM, multivariate CNN-LSTM and univariate CNN-LSTM that predicted the particulate matter. The hybrid model predicted the particulate matter efficiently with the minimum error rate and achieved the same with minimum training time.

Bandara et al. [20] introduced the recurrent neural network based clustering approach to forecast the time-series database information. The system used the time-series data from the CIF2016 forecasting competition dataset that has been analysed using the recurrent network, which examined the similar data to form the clusters. This model predicted the time-series information and the system efficiency was determined using the benchmark dataset, which ensured maximum accuracy.

Osipov et al. [21] introduced spiral structured layer-based recurrent neural network for forecasting the traffic flow. The proposed algorithm analysed the traffic flow details, and the information was saved in the neural network memory – the stored data used to recognise future traffic information without creating any delay. During the analysis process, the system used the spiral structure of layers that predicted the traffic flow with maximum accuracy. Xu et al. [22] utilised ARIMA and Kalman filter for predicting the road traffic state. Initially, the ARIMA model was applied to analyse the time-series data. The Kalman filter was then combined with the ARIMA to predict the future forecast and the optimised parameters were selected by training the model.

Hosseini et al. [23] developed a traffic flow prediction system which was able to handle the data loss and noise data conditions while predicting the Minnesota traffic flow. During this process, the traffic data was analysed by considering the traffic congestion, weather conditions and accidents. From this information, mutual information-based features were selected that were processed by ARIMA and MLP model that successfully forecasted the traffic flow robustly. Lv et al. [24] applied big data and deep learning concepts to forecast the traffic flow. The collected traffic data were examined continuously for extracting the temporal and spatial correlations. The derived features were further analysed using a stacked autoencoder approach, and the training process was performed with the help of a greedy layer-wise method. With the help of the trained features, new traffic data were forecasted successfully using deep learning networks. The author introduced big data with a deep learning based traffic prediction system that ensured superior results.

Luo et al. [25] introduced the holiday-based traffic flow forecasting system using discrete Fourier transform and support vector regression approach. Initially, holiday-related traffic data was gathered from the Jiangsu province of China which was then analysed by Fourier transform. The analysis process had a specific threshold value used to derive the traffic features. Then the support vector regression was used to successfully predict the holiday traffic patterns on the residual time series. Kumar et al. [26] predicted the traffic flow from non-urban highways using artificial neural networks. The neural network examined the various traffic information like density, speed, traffic volume and time-related data. The neural network finally forecasted the traffic patterns, increasing from 5 minutes to 15 minutes interval.

Ardalani-Farsa et al. [27] proposed a prediction and residual analysis system by applying hybrid Elman-NARX networks. Initially, the time-series data was collected and then processed by embedding theorem that derived the various phase space points. The derived attributes were trained with the Elman networks. Then the residual time-series forecasting process was done by the NARX network. The hybrid network predicted the relationship between residual time-series data and successfully predicted original time-series data. Lu et al. [28] addressed the stochastic and complexity issues in short-term traffic prediction by applying recurrent neural network. This process combined the autoregressive integrated moving average (ARIMA) model with the recurrent neural network to examine the non-linear traffic features. From the analysed information, a dynamic weighting sliding window helped to predict future traffic patterns. The system was
evaluated using Highway AL215, Highway AL2206 and Highway AL2292 dataset information. Finally, the system attained promising results with reduced error rate.

Shen et al. [29] developed a deep learning based time-series forecasting system for overcoming the low forecasting accuracy issue. The system used the SeriesNet approach for examining the traffic data. The traffic data were initially analysed by a long, short-term network that extracted holistic features. The dimensionality of the derived features was minimised with the help of causal convolution networks. Later, the multi-level features and the range information were analysed by SeriesNet that predicted the traffic data successfully. Rajendran et al. [30] introduced the urban transportation short-term traffic prediction system by applying the structure pattern and regression model. The traffic data were analysed using a locally weighted learning process which derived the present and next traffic patterns. The forecasting model attained better results on both nonlinear and linear models.

Sharma et al. [31] forecasted the traffic flow on short-term basis using artificial neural networks. The traffic data were gathered for a two-lane highway from the Indian roads and processed by backpropagation networks. The derived features were examined using different layers, and the output was successfully forecasted. The neural network with K-nearest neighbour regression model predicted the traffic data with 0.9962 R2 values.

The traffic flow forecasting has a significant role in resolving traffic congestion issues as per the literature stated above. Statistical methods and machine learning methods are two coexisting approaches to time-series forecasting, each with its own set of strengths and limitations. Statistical methods like ARIMA have captured only linear relationships in data, that may not be the case in real-world data which may contain both linear and nonlinear patterns, limiting forecasting performance. Machine learning methods like neural networks have achieved better results with nonlinear time-series data. But the machine learning methods have achieved inconsistent results for purely linear time series, despite successfully overcoming the shortcoming of statistical models in nonlinear connections. As a result, neither ARIMA nor neural networks are adequate for modelling a real-world time series. Hence, by combining the best of statistical and machine learning methodologies, hybrid methods promise to advance time-series forecasting. This motivates the development of hybrid models that combine statistical ARIMA and nonlinear MLP and RNN models to efficiently forecast linear and nonlinear time series. The detailed working of the hybrid traffic flow forecasting system is discussed in Section 4.

3. TRADITIONAL TIME-SERIES FORECASTING MODELS

This section discusses the three traditional forecasting models, such as autoregressive integrated moving average (ARIMA), multilayer perceptron (MLP) and recurrent neural network (RNN) model. These models are trained for the given traffic flow data which later forecast the future flows. In this connection, the notations utilised in this paper are described in Table 1.
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Figure 1 shows the process involved in time-series forecasting for traffic flow prediction. The following steps are involved in the prediction process: traffic data collection, data preprocessing, training

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>Total Number of traffic flow data</td>
</tr>
<tr>
<td>$N$</td>
<td>Total Number of training data</td>
</tr>
<tr>
<td>$D(y_1, y_2, y_3, ..., y_n, y_{n+1}, y_{n+2}, ..., y_{n+t})$</td>
<td>Time series data (training data + test data)</td>
</tr>
<tr>
<td>$x(y_1, y_2, y_3, ..., y_n)$</td>
<td>Training data (January 2020 – June 2020)</td>
</tr>
<tr>
<td>$y(y_{n+t-1}, ..., y_{n-1}, y_n)$</td>
<td>Testing data (July 2020)</td>
</tr>
<tr>
<td>$\hat{y}(y_{n+t-1}, ..., y_{n+1}, y_n)$</td>
<td>Forecasted data from ARIMA model</td>
</tr>
<tr>
<td>$E = Y - \hat{Y}(y_{n+1}, y_{n+2}, ..., y_{n+t})$</td>
<td>Residual or error value</td>
</tr>
<tr>
<td>$\tilde{E}$</td>
<td>The output of residual analysis by MLP/RNN in the hybrid model</td>
</tr>
<tr>
<td>$\tilde{Y} = \tilde{Y} + \tilde{E}(y_{n+t-1}, ..., y_{n+1}, y_n)$</td>
<td>Final traffic flow forecast from the hybrid model</td>
</tr>
</tbody>
</table>
3.2 Traffic data preprocessing

The data retrieved from the dataset consist of several unwanted, irrelevant and missing information that ultimately affects the forecasting system. To overcome this issue, data preprocessing should be performed. After gathering the traffic data, they need to be analysed by applying a preprocessing technique called a random walk model. The random walk model is a simple and easy method for analysing time-series data. With this preprocessing, each set of data take an unexpected step that is independently and also identically distributed among the available data. The random walk model is used to find the presence of drift or no-drift in the time-series data. For the \( n \)th time period and \( k \) step forecast, the random walk model of variable \( Y \) for drift is defined in Equation 1.

\[
Y_{n+k} = Y_n
\]

(1)

If there is no drift in the traffic flow data, prediction is carried out easily. If there is a drift in the traffic flow data, then average period-to-period observing points need to be computed to replace the drift value. The value is estimated by calculating the difference of last and first value and the given resultant value divided by \( n-1 \).

\[
\bar{d} = \frac{Y_n - Y_1}{n-1}
\]

(2)

In Equation 2, \( \bar{d} \) is defined as the difference value, \( n \) is referred as the number of time-series data, \( Y_n \) is defined as the first value of time-series data and \( Y_1 \) is defined as the last value of time-series data. Based on the above computation, data preprocessing is carried out on the traffic flow data. The preprocessed data are used to train the time-series forecasting models, such as autoregressive integrated moving average (ARIMA), multilayer perceptron (MLP) and recurrent neural network (RNN) approaches.

3.3 Training the forecasting model

As discussed earlier, the forecasting model predicts future traffic flow data with minimum prediction errors. Here, traffic data from the UK Highways dataset – 1 January 2020 to 30 June 2020 – are used for training purposes. Each forecasting model is discussed as follows.

**Autoregressive integrated moving average (ARIMA)**

A mathematical model called the Box-Jenkins model is used to forecast data in a time series. The data in the time series can be stationary or
nonstationary. The statistical properties of a stationary process do not vary throughout time. The properties of a nonstationary process/time series alter throughout time. The Box-Jenkins model uses the disparities between data points to make a nonstationary time series stationary. Autoregressive (AR) moving average (MA) or ARMA models can be used to model any stationary time series. To determine the greatest fit of a time-series model to past values of a time series, the Box-Jenkins technique uses autoregressive moving average ARMA or ARIMA models. This enables the models to detect patterns, with computations often involving auto regression \((p)\), moving averages \((q)\) and differencing \((d)\).

The computed values fit the ARIMA model and \(X_t\) is calculated using \(Equation\ 3\).

\[
X_t = \Phi_1 X_{t-1} + \cdots + \Phi_p X_{t-p} + \cdots + \Phi_q e_{t-q} + \cdots + e_t
\]

\[(3)\]

In \(Equation\ 3\), time-series traffic data are defined as \(X_t\), where the integer index denotes the time period \(t\), \(\Phi_p\) is an autoregressive model parameter, \(\Phi_q\) is ARIMA model moving window parameter and \(e_t\) is an error value. In addition to this, differencing parameters are computed for the consecutive observations as shown in \(Equation\ 4\).

\[
d = y_t - y_{t-1}
\]

\[(4)\]

The significant orders are selected based on Akaike’s Information Criteria (AIC) and Bayesian Information Criteria (BIC) Henry De et al. [32].

\[
AIC = -2 \log(L) + 2(p + q + k)
\]

\[(5)\]

\[
BIC = AIC + (\log(T) - 2)(p + q + k)
\]

\[(6)\]

In \(Equations\ 5\ and\ 6\), \(L\) denotes traffic data likelihood value, \(p\) and \(q\) represent an order of autoregressive and moving window part and \(k\) is the ARIMA model intercept value. If the computed AIC and BIC values are minimum, then the ARIMA model is a good selection.

The time-series values are said to be stationary if the ACF (autocorrelation factor)/PACF (partial autocorrection factor) of the time-series data abruptly shuts off or fades down. The ACF/PACF of the time-series data is said to be nonstationary if it either shuts off or fades down exceptionally slowly, Milenkovic et al. [33]. The autocorrelation and partial autocorrelation plots are shown in \(Figures\ 2\ and\ 3\) with lags of 50. The plots make it evident that the series is nonstationary.
The time-series data change over time. It means that the average value is not constant over time and also the variance is not constant over time. The $R^2$ expression is the ratio between the sum of squared errors and the estimated variance of the sample set taken for forecast. The larger the sum of squared errors, $R^2$ tends to 0. On the opposite, the smaller the sum of squared errors, $R^2$ tends to 1. Another factor that pushes $R^2$ to 1 is the growing variance. Indeed, for the nonstationary linear time series, the value of $R^2$ can quickly move close to 1, because of larger variance and not due to lower total error. $R^2$ may be high if the model is overfitting. Hence, $R^2$ is a biased estimate. Adjusted $R^2$ works better than $R^2$ in evaluating good fit in linear forecasting models. As shown in Table 4, $R^2$ for ARIMA model in peak hour forecast is 0.89 and for non-peak hour is 0.82. The adjusted $R^2$ for ARIMA model is 0.865 and 0.792 for peak hour and non-peak hour forecast, respectively. Since there is a less difference between $R^2$ and adjusted $R^2$, the model has a good fit.

The BDS test statistic is used to determine whether or not the series is linear, Cromwell et al. [34]. Figure 7 shows the result of BDS test. Since the $p$-value is zero for all embedding dimensions (near points), the time series is nonlinear. The detailed description of MLP and RNN are discussed in the following sections.

Multilayer perceptron (MLP)

Multilayer perceptron (MLP) is one among the intelligent techniques used to forecast the time-series traffic data. This model predicts the data effectively and extrapolates the generated data without requiring any assumptions. The multilayer perceptron with back propagation is used to analyse the time-series data and to efficiently perform the forecasting process. The network consists of three
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Figure 6 – Ljung-Box test results

<table>
<thead>
<tr>
<th>Model</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA (4, 1, 1)</td>
<td>1095.946</td>
</tr>
<tr>
<td>ARIMA (4, 1, 2)</td>
<td>1094.761</td>
</tr>
<tr>
<td>ARIMA (4, 1, 3)</td>
<td>1096.592</td>
</tr>
<tr>
<td>ARIMA (4, 1, 4)</td>
<td>1096.178</td>
</tr>
<tr>
<td>ARIMA (5, 1, 1)</td>
<td>1097.502</td>
</tr>
<tr>
<td>ARIMA (5, 1, 2)</td>
<td>1096.694</td>
</tr>
<tr>
<td>ARIMA (5, 1, 3)</td>
<td>1098.427</td>
</tr>
</tbody>
</table>

Table 3 – Various ARIMA Models
layers, namely the input, hidden and output layer. The input layer consumes time-series lagged values as input that is denoted as $y_{t+p},...y_{t+p}$ From the notation, it means that the $p$ nodes of the input layer are connected with the $q$ nodes of the hidden layer. Each layer has specific weight and bias values that are used to compute the output values. The network uses the activation function $f(x)$ to interface the input and output layer. The sigmoid function is used as the activation function in the hidden layer which is computed using Equation 7.

$$f(x) = \frac{1}{1 + \exp(-x)} \tag{7}$$

In Equation 7, $x$ is the time-series input data. The intermediate result is transmitted from the hidden layer to the output layer. The softmax activation function is used at the output layer to predict future values. During this process, the output layer has one node due to the one-step-ahead forecasting process. According to the discussion, the input and the output relationship is estimated using Equation 8.

$$y_i = w_0 + \sum_{j=1}^{p} w_j f \left( \sum_{q=0}^{q} W_{ij} y_{i-1} \right) + \epsilon_i \tag{8}$$

In Equation 8, the connection weights are denoted as $w_j (j=0,1,...,p), W_{ij} (j=0,1,2,...,q)$ and $w_j (j=0,1,2,...,q)$. Based on the computation, time-series input features are continuously examined with the number of neurons presented in the network. Later, the error is backpropagated into the network. The backpropagation is done to adjust the weights and to fine tune the parameters of the network. This process is repeated for the specified number of epochs which will finally reduce the training error. In addition to this, a recurrent neural network (RNN) is trained with the time-series input data. The RNN forecasting model is explained as follows.

**Recurrent neural networks (RNN)**

The next forecasting model is recurrent neural network (RNN). The plain RNN has gradient problems while training the time-series data. To resolve this issue, a long short-term memory network is utilised, which is a type of RNN network. This network has three layers – input, hidden and output layer. We consider the time-series traffic data defined as $X=x_1,x_2,...,x_p$. RNN hidden layer inputs denoted as $H=h_1,h_2,...,h_i$, and the output defined as $Y=y_1,y_2,...,y_t$, where $t$ is the prediction time. The recurrent neural network predicts the output from the update rule. Then the hidden layer output for every traffic data is computed using Equation 9.

$$h_i = f(h^{(i-1)}_i, x^{(i)}; \theta) \tag{9}$$

In Equation 9, $h(t)$ is denoted as current hidden state function and $h^{(i-1)}_i$ is the previous hidden state function and the parameter is represented as $\theta$. Then the output for input is estimated using following Equations 10–13.

$$a^{(i)} = b + Wh^{(i)} + Ux^{(i)} \tag{10}$$
$$h^{(i)} = \tanh(a^{(i)}) \tag{11}$$
$$a^{(i)} = c + Wh^{(i)} \tag{12}$$
$$y^{(i)} = \text{softmax}(a^{(i)}) \tag{13}$$

During the output estimation process, the loss rate is computed using Equation 14.

$$L(\{x^{(1)}_1,...,x^{(T)}_1\},\{y^{(1)}_1,...,y^{(T)}_1\}) = \sum_{t} L^{(t)} = \sum_{t} -\log y^{(t)}_1 \tag{14}$$

According to the activation function, the model is trained efficiently and validated by comparing the test data with the forecasted traffic flow. The traditional forecasting model efficiency is further improved by the proposed hybrid approaches. The ARIMA model is linear that works well on time-series data. Therefore, the ARIMA model is combined with nonlinear models MLP and RNN approaches to improve the performance of the traffic flow forecasting system. The detailed hybrid time-series forecasting process is explained as follows.

**4. HYBRID TIME-SERIES FORECASTING MODELS**

This section discusses about the proposed hybrid time-series forecasting models in traffic flow forecasting. In this paper, two hybrid models are introduced – hybrid autoregressive integrated moving average with multilayer perceptron (ARIMA-MLP) and hybrid autoregressive integrated moving average with recurrent neural network (ARIMA-RNN). The detailed working process of hybrid time-series forecasting model is illustrated in Figure 8.

Figure 8 illustrates the operational methodology of the hybrid time-series forecasting for traffic flow prediction. As discussed above in Section 2, the traffic data have been collected from the UK Highways dataset, and the detailed explanation of the dataset is discussed in Section 3.1. The collected traffic data are preprocessed using a random
The nonlinear residuals from ARIMA model are trained by the multilayer perceptron. The output of residual analysis from MLP is denoted as in Equation 16.

\[ E = f(e_{t-1}, e_{t-2}, e_{t-3}, \ldots, e_{t-1}, e_t) \]  

In Equation 16, the nonlinear function \( f \), modelled using the multilayer perceptron is used to compute the output of residual data analysis which is denoted by \( \hat{E} \). The final forecasted value \( \hat{y}_t \), at time period \( t \), from the hybrid model is calculated using Equation 17.

\[ \hat{y}_t = y_t + \hat{E} \]  

Based on the discussion, the ARIMA-MLP traffic flow forecasting model is illustrated in Figure 9.

According to Figure 9, time-series traffic data have been continuously analysed using the ARIMA model, and respective nonlinear residual errors are successfully resolved with the help of the MLP model. Furthermore, the forecasting efficiency is improved by applying the ARIMA model with the RNN network. The detailed working process of this hybrid algorithm is discussed as follows.

4.1 Hybrid ARIMA with MLP forecasting model (ARIMA-MLP)

This section discusses the autoregressive integrated moving average traffic flow forecasting model (ARIMA) with multilayer perceptron (MLP). The ARIMA model is linear, which is commonly used to predict the time-series data. The linear model produces nonlinear residuals. These residuals are analysed by a nonlinear model, multiple layer perception networks (MLP). The nonlinear model residual values will have a linear structure.

First, the ARIMA model is applied to the linear traffic flow data. Consider \( y_t \) to be the test data, \( y_t^\prime \) to be the forecasted traffic flow data from the ARIMA model and \( e_t \) to be the residual at time period \( t \). The residual is computed as shown in Equation 15.

\[ e_t = y_t - y_t^\prime \]  

The nonlinear residuals from ARIMA model are trained by the multilayer perceptron. The output of residual analysis from MLP is denoted as in Equation 16.

\[ E = f(e_{t-1}, e_{t-2}, e_{t-3}, \ldots, e_{t-1}, e_t) \]  

In Equation 16, the nonlinear function \( f \), modelled using the multilayer perceptron is used to compute the output of residual data analysis which is denoted by \( \hat{E} \). The final forecasted value \( \hat{y}_t \), at time period \( t \), from the hybrid model is calculated using Equation 17.

\[ \hat{y}_t = y_t + \hat{E} \]  

Based on the discussion, the ARIMA-MLP traffic flow forecasting model is illustrated in Figure 9.

4.2 Hybrid ARIMA with RNN forecasting model (ARIMA-RNN)

Another forecasting model is created by combining the autoregressive integrated moving average with recurrent neural network (ARIMA-RNN). As discussed, the ARIMA model effectively works on the time-series data. During this process, the ARIMA model computes the maximum likelihood value of time-series data. At the time of the computation...
process, it may produce the nonlinear residuals. Therefore, the original time-series data need to be smoothened. This is done by applying the recurrent neural networks. Based on the structure of the network, the output at time period \( t \) is estimated and the error rate denoted as \( e_t \). The residual error value is optimised by the function \( f \) as in the Equation 18, but the function is computed by recurrent neural network. Based on the discussion, the ARIMA-RNN traffic flow forecasting model is illustrated in Figure 10.

According to Figure 10, time-series traffic data have been analysed using the ARIMA model, and respective nonlinear residual errors are successively resolved with the help of the RNN model. With this setup, the proposed hybrid time-series forecasting model improves the overall traffic data prediction process. The efficiency of the hybrid models is evaluated and discussed in the following section.

\[
\text{SUM} = \bar{Y} + \bar{E} \quad \text{(18)}
\]

In the above equations, \( n \) denotes the number of test data, \( y_i \) denotes the test data value at time period \( t \), \( \hat{y}_t \) denotes the forecasted traffic flow at time period \( t \) from the corresponding models and finally \( \bar{y} \) denotes \( \sum_{i=1}^{n} y_i \). Using these metrics, the time-series traffic data have been forecasted for the peak hour (9 AM) and non-peak hour (9 PM) on all weekdays. The efficiency of the proposed hybrid models ARIMA-MLP and ARIMA-RNN is compared with the traditional forecasting models such as ARIMA, MLP and RNN. The obtained results are illustrated in Table 4.

Table 4 clearly illustrates that the hybrid forecasting models ARIMA-MLP and ARIMA-RNN attain better results compared to other traditional forecasting models. Then the respective graphical analyses of all models for peak hour (PH) forecast are illustrated in Figure 11.

In addition to this, the model efficiency is evaluated using the non-peak hour (NPH) traffic data, and the obtained results are illustrated in Figure 12.

Figures 11 and 12 illustrate the performance analyses of all the five different forecasting models on peak hour (PH) and non-peak hour (NPH) traffic data, respectively. The results demonstrated that ARIMA-MLP and ARIMA-RNN approaches attain significant results. The effective training of ARIMA model for the given time-series data helps to identify the nonlinear residual information. The residual values are analysed by the MLP and RNN to reduce the deviation between the original time-series data and forecasted time-series data.

6. CONCLUSION

Traffic flow forecasting is a research of estimating the number of vehicles that may flow through a particular lane at a specified period in the future. The extrapolation of future traffic flows is quite
challenging. This paper analysed the model efficiency of the proposed hybrid autoregressive integrated moving average with multilayer perceptron (ARIMA-MLP) model and hybrid autoregressive integrated moving average with recurrent neural network (ARIMA-RNN) model in traffic data forecasting. Initially, the data are preprocessed and then the state-of-the-art models ARIMA, MLP and RNN are trained individually. Later the hybrid models ARIMA-MLP and ARIMA-RNN are trained to forecast the future traffic flows. The efficiency of the models is evaluated using MAE, MSE, RMSE and $R^2$ metrics. From the results, the ARIMA-MLP and ARIMA-RNN attain the superior results compared to ARIMA, MLP and RNN. The $R^2$ values clearly state that the residual error is reduced to a greater extent while forecasting is carried out with the proposed hybrid models. In the future, the traffic flow forecasting can be enhanced with bio-inspired optimisation techniques.

**ACKNOWLEDGEMENT**

We would like to thank our colleagues from our institution for providing deeper insights and expertise that helped our research to great extent.

<table>
<thead>
<tr>
<th>Table 4 – Performance Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Models</strong></td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>ARIMA</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>MLP</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>RNN</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>ARIMA - MLP</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>ARIMA - RNN</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

**Figure 11 – Peak hour (PH) forecasting results**

**Figure 12 – Non-peak hour (NPH) forecasting results**
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