
ABSTRACT
Vehicular and flying ad hoc networks (VANETs and 

FANETs) are becoming increasingly important with the 
development of smart cities and intelligent transporta-
tion systems (ITSs). The high mobility of nodes in these 
networks leads to frequent link breaks, which complicates 
the discovery of optimal route from source to destination 
and degrades network performance. One way to over-
come this problem is to use machine learning (ML) in the 
routing process, and the most promising among different 
ML types is reinforcement learning (RL). Although there 
are several surveys on RL-based routing protocols for 
VANETs and FANETs, an important issue of integrating 
RL with well-established modern technologies, such as 
software-defined networking (SDN) or blockchain, has 
not been adequately addressed, especially when used in 
complex ITSs. In this paper, we focus on performing a 
comprehensive categorisation of RL-based routing pro-
tocols for both network types, having in mind their simul-
taneous use and the inclusion with other technologies. A 
detailed comparative analysis of protocols is carried out 
based on different factors that influence the reward func-
tion in RL and the consequences they have on network 
performance. Also, the key advantages and limitations of 
RL-based routing are discussed in detail. 
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1. INTRODUCTION
Modern life cannot be imagined without the 

usage of some type of wireless ad hoc networks 
(WANETs) with dynamic nodes that can participate 
in data packet routing. The most common dynamic 
WANETs are mobile ad hoc networks (MANETs), 

vehicular ad hoc networks (VANETs) and flying ad 
hoc networks (FANETs). Although with VANETs a 
wide range of services for intelligent transportation 
systems (ITSs) and smart cities can be provided, 
the lack of fixed infrastructure, as well as an unpre-
dictable number of nodes in ad hoc scenarios can 
lead to significant limitations. One of the possible 
solutions is to use FANETs that provide temporary 
connectivity in cases of low vehicle density or sup-
plement the missing fixed infrastructure. This will 
lead to complex and heterogeneous environments 
that include both VANETs and FANETs to ensure 
adequate quality of service (QoS). The process of 
choosing the optimal route from source to destina-
tion is a challenging task in these networks since 
their topology is constantly changing, which can 
cause frequent link breaks and performance deg-
radation. In these conditions, traditional routing 
techniques show significant limitations, especially 
for application in dynamic heterogeneous networks. 
One possible solution that attracts a lot of atten-
tion from researchers is the application of machine 
learning (ML). The most promising type of ML is 
reinforcement learning (RL), which monitors net-
work changes through constant interaction with the 
environment and, depending on the current network 
state, helps in selecting the optimal route, especially 
in heterogeneous highly dynamic ad hoc networks.

There are several survey studies related to the 
application of RL in VANETs and FANETs in the 
literature, among which [1–3] can be singled out in 
terms of quality and importance. The authors in [1] 
gave an extensive overview of RL-based routing 
protocols in VANETs, where protocols are first cat-
egorised by routing type and then compared based 
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Current limitations, future trends and overall dis-
cussion are given in the fourth section. Concluding 
remarks are given in the last section.

2. REINFORCEMENT LEARNING
RL is the most common type of ML in routing 

protocols for dynamic WANETs. This type of learn-
ing is described in detail in [4] and involves learn-
ing through constant interaction with the environ-
ment to achieve a certain goal. The RL process in 
one WANET can be modelled in several ways. The 
most commonly used approach is that each node in 
the network that sends packets represents a learning 
agent, while the entire network represents the envi-
ronment. Sending packets to one of the neighbour-
ing nodes represents a potential action that the agent 
can take. Since each node has a finite set of neigh-
bours, it represents a set of possible actions that the 
node can take. The feedback received by the sender 
contains a reward for the taken action and the new 
state of the environment. The reward may depend 
on various influencing factors, which are further 
discussed in the third section.

One of the simplest RL algorithms is Q-learn-
ing (QL) [4], in which each agent maintains a table 
of Q-values that refer to the usefulness of taking 
a specific action at a particular moment. Based on 
these values, the agent makes decisions about fu-
ture actions. Q-values are updated after each action 
that an agent takes based on the current reward and 
the maximum possible Q-value that an agent can 
achieve in the following state. To improve the learn-
ing process, the DRL concept is introduced in [5], 
where the determination of Q-values is performed 
using a deep Q-network (DQN) that combines RL 
with a deep neural network (DNN). The input of 
DNN is typically the state of the environment, and 
the output is the optimal Q-value for the action tak-
en in the appropriate state. RL is often unstable or 
even diverges when a neural network is used for the 
determination of the Q-values. To overcome these 
instabilities, two new ideas have been proposed in 
[5]. First, the experience replay mechanism is intro-
duced, which stores the data collected in the mem-
ory from which the samples are randomly select-
ed and used in the learning process, thus reducing 
correlations between data. Secondly, two DQNs are 
used, one to calculate action values, and the other 
to calculate the target values, thus reducing the cor-
relation between them. 

on multiple criteria, such as key protocol features, 
optimisation criteria, performance evaluation pa-
rameters and techniques and RL algorithm param-
eters. In [2], the authors presented an overview of 
the different applications of RL in FANETs, in-
cluding the application in routing protocols, where 
the protocols are compared according to RL type, 
their advantages and disadvantages. However, a 
detailed comparative analysis of the protocols has 
not been performed. The authors in [3] focused on 
the application of deep RL (DRL) in VANETs, but 
no categorisation and comparative analysis of the 
protocols are given. It can be noticed that the avail-
able surveys treat VANETs and FANETs separately. 
To have a more comprehensive view of the future 
application of RL in highly dynamic and heteroge-
neous networks for smart cities and ITSs, it is nec-
essary to include both VANETs and FANETs in the 
analysis. Also, surveys are, unfortunately, quickly 
becoming obsolete, given a large number of new pa-
pers that are increasingly expanding the application 
of RL. Thus, several important RL-based protocols 
for VANETs and FANETs, proposed in recently 
published papers, are not included in the mentioned 
surveys. In addition, the protocols are not classified 
keeping in mind the very significant issue of RL in-
tegration with other techniques such as software-de-
fined networking (SDN), blockchain etc. Therefore, 
this paper provides a comprehensive categorisa-
tion of recently published RL-based protocols for 
VANETs and FANETs, with special emphasis on 
the integration of RL with other techniques. The 
main goal of this survey is to present, in one place, 
different approaches to the application of RL-based 
routing in VANETs and FANETs. This can be very 
useful for researchers to see current developments 
in this area, determine the direction of their future 
research and gain new ideas for improving routing 
protocols using RL techniques in heterogeneous dy-
namic WANETs. Besides, this paper aims to point 
out the shortcomings and limitations of RL technol-
ogy as well as to highlight the challenges that need 
to be resolved for its successful application.

The rest of this paper is organised as follows. In 
the second section, the basic principles of RL are 
explained. In the third section, routing protocols 
are categorised based on network type, RL type and 
possible application of some other technique, and 
a comparative analysis of protocols is performed. 
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only in MANETs. However, with the growing 
use of VANETs and FANETs, in the previous de-
cade the authors have proposed RL-based routing 
solutions for VANETs, and in the last few years 
increasing number of RL-based algorithms for 
FANETs can be found as well. The great expansion 
of protocols for VANETs and FANETs and their 
wide application in smart cities and ITSs are the 
main reasons why the focus of this research is on 
routing protocols in these networks. Table 1 shows 
the categorisation of these protocols based on the 
applied network type (VANET or FANET) and the 
applied RL type. Having in mind that in VANETs 
and FANETs RL can be often used in combination 
with some other technique, categorisation is done 
according to this criterion as well. Some proto-
cols use blockchain and fuzzy logic (FL), while in 
several protocols the role of the decision-making 
agent in RL is played by the SDN controller. One 
representative of each category will be described 
in more detail.

3.1 RL-based routing protocols 
for VANETs

The first category in Table 1 consists of papers 
in which QL-based routing protocols are proposed, 
without combining with any additional technique. 
The hybrid routing algorithm (RHR) [9], which 
helps to solve the blind path problem in VANETs, 
is chosen as a typical representative of this cate-
gory. This problem occurs in a situation when a 
certain route in the routing table still has not ex-
pired, but due to the high mobility of nodes, the 
next node on the route has already gone out of 
the range of the sender. The RHR protocol finds 
multiple routes to the destination and runs the RL 
mechanism for each route in the forwarding table 
so that if a link on the route breaks, it selects a 
new one as soon as possible. The QL algorithm is 
implemented in every node so that different selec-
tions of the next-hop represent appropriate states 
while receiving different types of packets related 
to the current next-hop represents corresponding 
actions. For the action taken in the given state, the 
nodes receive feedback in the form of a reward, 
depending on the packet type. If a broadcast packet 
is received, the route through which the packet ar-
rived will get a negative reward, while in the case 
of a unicast packet, that route will get a positive 
reward. After that, the nodes calculate the Q-values 
and choose the next hop. In [9] authors showed that 

To further improve the performances and in-
crease the stability of RL, in [6] the duelling DRL 
(DDRL) concept is proposed, which represents an 
improvement of the DRL algorithm, retaining the 
application of the experience replay mechanism 
and target DQN. This concept involves the usage 
of duelling deep Q-networks (DDQNs) to deter-
mine optimal Q-values. The basic idea of DDQN is 
that it is not always necessary to calculate the val-
ue of each available action. Therefore, the DDQN 
network architecture can be divided into two main 
components: the value function and the advantage 
function. The value function should represent how 
useful it is to be in a certain state, and the advan-
tage function measures the relative importance of 
a particular action compared to other available 
actions. After a separate calculation, the results 
of these functions are combined to obtain a final 
Q-value.

Another type of RL used in routing protocols 
for dynamic WANETs is the SARSA [4] algorithm 
and its modification, SARSA-λ [7]. SARSA is very 
similar to the QL algorithm, except that Q-value 
is updated based on the current state of the agent, 
the action the agent chooses, the reward the agent 
gets for choosing this action, the next state that the 
agent enters after taking that action and, finally, the 
next action the agent chooses in its new state. 

A characteristic of all mentioned algorithms is 
that they are not based on the model of the envi-
ronment, i.e. they all belong to the group of mod-
el-free algorithms. In [8], the authors proposed 
a model-based RL (MBRL) algorithm that first 
needs to create an internal model of the environ-
ment, and, based on it, the optimal routing policy 
will be determined. In this way, the optimal policy 
is reached faster compared to the QL algorithm. 
However, with this approach, it is necessary to 
form a dynamic state transition model, and some-
times a reward model, before applying the algo-
rithm itself.

3. RL-BASED ROUTING PROTOCOLS 
FOR VANETS AND FANETS 
In this section, a categorisation of recently pub-

lished papers in which RL is applied to improve 
routing protocols for highly dynamic WANETs is 
performed. The focus is on papers published since 
2018, in order to include the most current research 
in this field. For many years, researchers have been 
publishing papers based on RL with applications 
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until they reach their destination. In the RL pro-
cess, vehicles in the network represent the states 
in which the agent can be, while sending packets 
from one vehicle to another is a possible action. 
When it receives the packet, the vehicle checks 
its Q-table and, if it knows the route to the desti-
nation, updates the table, forwards the packet and 
receives a positive reward. Otherwise, it drops the 
packet and receives a negative reward. The value 
of the reward is affected by the distance to the des-
tination vehicle. The proposed algorithm increases 
the stability and lifetime of the clusters, and also 
improves network performance in terms of aver-
age delay and throughput (TH), as shown in [21].

The third category is characterised by the ap-
plication of QL and blockchain techniques, and a 
representative of this category is the QLASS [22], 
which proposes a security framework for stimu-
lating the cooperative behaviour of onboard units 
(OBUs) in VANETs to protect the network from 
potential attacks. The framework is tested on a 
network that consists of one roadside unit (RSU) 
and several OBUs. OBUs can help each other by  
following neighbouring OBUs requests, but can 

network performances are improved in terms of 
packet delivery ratio (PDR), round trip time (RTT) 
and overhead (OH).

An adequate representative of the second cat-
egory is the adaptive self-learning clustering al-
gorithm with reinforcement routing in SDN-based 
VANETs (RL-SDVN) [21], which combines the 
application of the QL algorithm and SDN tech-
nique for clustering and finding the optimal route. 
The main goal of RL-SDVN is to improve the mes-
sage dissemination process and reduce the average 
data transfer time. The first step in the proposed 
algorithm is the formation of clusters and assign-
ment of vehicles to the appropriate cluster, based 
on connectivity with other vehicles, their distance, 
the transmission range of each vehicle and the 
number of packets in the queue for processing in a 
particular vehicle. Vehicles with high connectivity 
and low processing queue occupancy will be se-
lected for the cluster head (CH) nodes. Based on 
the quality of the corresponding routes, the SDN 
controller, as an RL agent, searches for the best 
route to the destination. The learning process is re-
peated for each vehicle that has packets to forward 

Table 1 – Categorisation of RL-based routing protocols 

Cat. Authors Net. type RL type
Other techniques

SDN Blockchain FL

1.
Ji et al. [9], Li et al. [10], Wu et al. [11], Zhang et al. [12], Roh et al. 
[13], Wu et al. [14], Wu et al. [15], Li et al. [16], Luo et al. [17], Yang et 
al. [18], Bouzid Smida et al. [19], Lolai et al. [20]

VANET QL

2. Nahar and Das [21] VANET QL √

3. Dai et al. [22] VANET QL √

4. Jiang et al. [23], Wu et al. [24], Zhang et al. [25], Chang et al. [26] VANET QL √

5. Saravanan and Ganeshkumar [27], Ye et al. [28] VANET DRL

6. Zhang et al. [29], Yang et al. [30], Nahar and Das [31], Zhang et al. [32] VANET DRL √

7. Zhang et al. [33] VANET DDRL √

8. Zhang et al. [34] VANET DDRL √ √

9. Bi et al. [7] VANET SARSA

10. Jafarzadeh et al. [8], Jafarzadeh et al. [35] VANET MBRL √

11.
Li and Chen [36], Arafat and Moh [37], Zheng et al. [38], Mowla et al. 
[39], Sliwa et al. [40], Da Costa et al. [41], Liu et al. [42], Khan and Yau 
[43]

FANET QL

12. Yang et al. [44] FANET QL √

13. Liu et al. [45], Ayub et al. [46] FANET DRL

14. He et al. [47] FANET DRL √
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QAGR improves end-to-end delay (E2ED), PDR 
and hop count (HC), as shown based on the simu-
lations done in [23].

The fifth category includes papers based on 
DRL, without a combination with other tech-
niques. One of the papers in this category is DRLV 
[27], in which DRL is used to establish and se-
lect the best routes in the VANET. The scenario 
for which the proposed model is created involves 
vehicle-to-infrastructure communication, where 
a particular RSU covers one area of the network. 
The entire network is divided into clusters so that 
each cluster has its vehicle density. Changes in ve-
hicle density are predicted using the DRL model, 
trained based on vehicle speed and movement. The 
first phase in the proposed approach is establish-
ing the routes using DRL, based on the location 
of the vehicles, the distance to the nearest RSU, 
vehicle density and the delay. Factors that can help 
in choosing the appropriate action at this stage are 
the capability of packet delivery along the route, 
the total number of routes that exist between the 
source and destination node and the cumulative 
weight of each route. The second phase is route 
selection, in which the nodes choose the best next-
hop using the DRL. The learning agent first pre-
dicts possible transitions from one state to another 
based on previous events. In this way, the optimal 
routes for forwarding the packet to the destination 
are predicted. Based on that, the agent takes the 
appropriate action, which changes the state of the 
environment, and receives the appropriate reward. 
The reward depends on the ratio of the maximum 
link utilisation in the case of using the current rout-
ing strategy and the optimal link utilisation. The 
authors in [27] showed that this model improves 
PDR, E2ED and OH.

Software-defined trust-based DRL framework 
(TDRL-RP) [29] is the chosen representative of 
the sixth category in Table 1. TDRL-RP uses a com-
bination of DRL and SDN techniques to help find 
the optimal route and calculate its reliability. In the 
proposed approach, the role of a learning agent in 
the DRL is played by a centralised SDN controller, 
which helps in selecting the best next hop. The state 
of the environment includes a set of states of all ve-
hicles that include the position and forwarding ra-
tio of each vehicle. A potential action in the appro-
priate state of the environment is the agent’s choice 
of a neighbour to which a certain vehicle should  
forward packets. The reward for the action depends 

also be selfish and try to maximise their benefit by 
acting maliciously or may attack the network if it 
can obtain an illegal gain. OBUs learn coordina-
tion behaviour in the network by applying actions 
to other OBUs according to their reputations. Rep-
utation is an important parameter shared between 
nodes in the network and protected using the block-
chain mechanism. If an OBU does not participate 
in attacks, its reputation grows, and the probability 
that neighbouring OBUs will follow its requests 
will be higher. Every OBU uses QL to choose the 
optimal action to obtain maximum benefit. Actions 
can include jamming, spoofing, eavesdropping, 
disobeying and following the request, while the 
environment includes node reputation, location 
and speed. The authors in [22] showed that this ap-
proach has good performances in terms of PDR, 
reputation and utility of network nodes. 

The fourth category in the Table 1 consists of pa-
pers based on the application of QL and FL. An 
example of such a paper is the QL-based adaptive 
geographic routing approach (QAGR) [23], which 
requires the inclusion of unmanned aerial vehi-
cles (UAVs) in the routing process. The routing 
scheme consists of the aerial and ground compo-
nents. Within the aerial component, UAVs create 
a global route using the FL and depth-first-search 
[48] algorithms, to ensure that vehicles do not send 
packets in the wrong direction. The selection of the 
optimal global route is influenced by the average 
number of vehicles in a certain area and their av-
erage speed. The information about global route 
is sent by UAVs to the appropriate vehicle and is 
used as a filter to reject deviated and congested 
neighbours when choosing the next hop. Within 
the ground component, vehicles choose the opti-
mal next hop based on QL, following the Q-table 
filtered by the global route. The QL is modelled so 
that each state consists of the geographical area of 
a particular vehicle, the distance from the vehicle 
to its neighbour, and the number of neighbours of 
the neighbouring vehicle. A learning agent can be 
any vehicle, and a possible set of actions that an 
agent can take includes sending packets to one of 
the neighbouring vehicles. The reward the agent 
receives for a particular action depends on the 
received signal strength (RSS), transmission dis-
tance and collision between vehicles. The selection 
of appropriate actions is made based on Q-values. 
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packets. After taking action, the agent receives a 
reward that depends on the network throughput 
and throughput of the blockchain system. Based 
on the reward, the agent computes Q-value using 
DDRL with prioritised experience replay. Block-
SDV increases the TH in the VANETs, as shown 
in [34].

A representative of the ninth category is an RL-
based routing protocol for clustered EV-VANET 
(RLRC) [7], which uses the SARSA-λ learning al-
gorithm. In the proposed approach, the entire net-
work represents an environment, divided into an 
appropriate number of clusters. Each cluster has a 
CH node, and the learning process is started only 
for these nodes. To be selected for CH the vehicle 
must have available bandwidth (BW) and residual 
power above a predefined threshold. The vehicle 
that has packets for another vehicle sends those 
packets to its CH, its CH forwards them to the 
neighbouring CH using the SARSA-λ algorithm, 
and the neighbouring CH forwards the packets to 
the destination vehicle. The learning agent can be 
any CH node, and the set of states for a particular 
agent is the set of all other CHs in the network. 
The action that the agent can take is the selection 
of the appropriate CH to forward the packets. The 
reward for the action will have the maximum value 
if the current node is a neighbour of the destination 
node, and the minimum value if the current node 
does not have the next hop. In other situations, the 
reward depends on the HC, the link utility and the 
available BW. CHs periodically exchange Hello 
packets to update Q-values. The authors showed in 
[7] that applying the proposed protocol increases 
PDR and decreases HC.

The tenth category of papers is characterised by 
the application of MBRL and FL in routing proto-
cols, and the appropriate representative is the rein-
forcement routing protocol for VANETs (RRPV) 
[8]. RRPV is based on the multi-agent RL (MARL) 
technique, which means that all nodes in the net-
work represent learning agents that cooperate and 
at the same time try to find the optimal routing pol-
icy. The RRPV protocol consists of model learn-
ing and RL, which operate simultaneously. The FL 
system is used for learning and creating a model 
of the environment. The main goal is to create a 
state transition model and a reward model based 
on network quality, affected by connection stabil-
ity (which depends on the speed and direction of 
nodes) and connection quality (which depends on 

on the reliability of the vehicle, affected by the for-
warding ratios of control and data packets. DRL 
uses a convolutional neural network whose input is 
the state of the environment, and the output is the 
corresponding Q-value, based on which the agent 
selects the optimal route. Applying the proposed 
approach improves PDR and TH, as shown in [29].

The seventh category includes [33], which 
combines DDRL and SDN techniques to find the 
optimal route for data transmission. This algorithm 
is similar to the one proposed in [29], with the dif-
ference that it uses DDRL to train a learning agent. 
The neural network used to calculate the Q-values 
is divided into two streams, the first for calculating 
the value function, and the second for calculating 
the advantage function. These two functions repre-
sent the two components of the Q-value in this al-
gorithm. The first component indicates the value of 
the corresponding state, and the second is the ad-
ditional value achieved by taking a certain action 
in a given state. In [33] is shown that the proposed 
approach improves TH and E2ED.

A representative of the eighth category is a 
blockchain-based distributed software-defined 
VANET framework (block-SDV) [34] that com-
bines the application of DDRL, SDN and block-
chain techniques to establish a reliable architec-
ture for communication management in VANETs. 
Block-SDV consists of three layers: device (DL), 
area control (ACL), domain control (DCL) and an 
edge computing server. The DL is formed of ve-
hicles, while the ACL consists of SDN controllers 
that collect information about vehicles and links 
between them. Collected information is sent to 
the DCL, formed of SDN controllers that work 
in a distributed blockchain manner. The DCL is 
connected to the blockchain system, consisting 
of several blockchain nodes, among which there 
is one primary node that is responsible for client 
requests and several consensus nodes that control 
other nodes. Each SDN controller on the DCL 
represents a learning agent. The state of the envi-
ronment depends on the trust features of the vehi-
cles and the nodes in the blockchain system, the 
computing resources of the edge computing serv-
er, as well as the number of consensus nodes in 
the blockchain system. The set of actions taken by 
the agent includes the choice of the primary block-
chain node, the edge computing server as a com-
puting resource, the number of consensus nodes 
and reliable neighbouring vehicles for forwarding 
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A representative of the twelfth category is a 
routing protocol based on QL and FL (QL-FLRP) 
proposed in [44]. Determination of the optimal 
route is done with the help of link-related parame-
ters, which refer to an individual link, and path-re-
lated parameters, which refer to the entire route 
from the source to the destination. Link-related 
parameters include transmission rate (TR), energy 
state and flight status (depending on the speed and 
direction of the node), while path-related param-
eters include hop count and successful packet de-
livery time (SPDT). The FL system first finds the 
route to the destination based on the link-related 
parameters, after which it is possible to determine 
the path-related parameters. The QL algorithm cal-
culates Q-values for path-related parameters and 
sends them back to the sender node. All collected 
parameters on the entire route represent the envi-
ronment in the QL; each node that has packets to 
send represents an agent that changes the state by 
taking a certain action (selects the next node). Re-
wards, which affect the calculation of Q-values, are 
influenced by hop count and SPDT. Finally, based 
on both types of parameters, the optimal route is 
determined, using the FL system. The proposed 
protocol improves TR, HC and the remaining en-
ergy of nodes in the network, which is proved by 
the simulations done in [44].

The thirteenth category is characterised by the 
use of DRL in the routing protocol, and the repre-
sentative of this category is the DRL-based adap-
tive and reliable routing protocol (ARdeep) [45]. 
In ARdeep the environment consists of all network 
nodes, and each node that has packets to send is 
a learning agent. For the learning agent, the state 
of the environment is represented by the status of 
all links to its neighbours. The status of each link 
is formed based on the expected connection time 
of the link, packet error rate (PER), remaining 
neighbour energy, the distance between neighbour 
and destination, and minimum distance between 
a two-hop neighbour and destination. The action 
that an agent can take is to select one of the neigh-
bouring nodes to forward the packets. Each neigh-
bouring node is detected by periodically sending 
Hello messages, which contain information about 
its position, speed and remaining energy. Based 
on the state of the environment, the agent selects 
the appropriate action with the help of DQN, 
whose input is the status of the appropriate link, 
and the output is its Q-value. After calculating the  

the ratio of sent and received control packets). The 
optimal routing policy is determined based on the 
created model of the environment, with the help of 
RL. Within RL, each node that has packets to send 
represents a learning agent that can change the 
state of the environment by taking a certain action. 
Sending packets to the agent’s neighbours rep-
resents a set of available actions. When receiving a 
particular packet, the node evaluates links to all of 
its neighbours based on a previously created model 
of the environment, then calculates Q-values and 
selects the appropriate action based on the rout-
ing policy. For the taken action, the agent receives 
a reward that depends on the distance and quality 
of links between nodes (determined in the model 
learning process). Based on the simulations done 
in [8], this protocol improves PDR, E2ED and OH.

3.2 RL-based routing protocols 
for FANETs

Papers that propose routing protocols for 
FANETs based on QL, without the application of 
other techniques, are classified in the eleventh cat-
egory in Table 1. A representative of this category 
is the QL-based message prioritising and sched-
uling algorithm (QMPS) [36], in which messages 
exchanged in the network are first classified into 
delay-sensitive and delay-tolerant. This is done so 
that in case of network congestion or degradation 
of link quality (LQ) delay-sensitive messages have 
a higher priority. Delay-sensitive messages include 
various types of command and coordination mes-
sages that have strict delay requirements and whose 
timely transmission greatly affects the reliability 
and security of the network. Delay-tolerant mes-
sages include various messages that can tolerate 
increased delay and packet loss. The QL algorithm 
has the role of dynamically assigning different pri-
orities to different message types. Each node in the 
network is a learning agent, which takes a certain 
action in the form of assigning the appropriate 
priority for sending delay-tolerant messages. The 
reward for the action is formed based on two met-
rics: the first, which represents the percentage of 
delay-sensitive messages in the message queue, 
and the second, which depends on the probabili-
ty of successful reception of the message of the 
neighbouring node. As shown in [36], the QMPS 
algorithm improves E2ED, TH and PLR of de-
lay-sensitive messages.
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the basic optimisation goal of the routing process. 
Some of the most common factors are the link re-
liability (LR) and LQ to the potential next hop, the 
number of hops required to deliver the packet to 
the destination, available BW, achieved TH, delay, 
node speed, distance to the destination etc. It is of-
ten very important whether the next node is also the 
destination, as well as if the next node knows the 
route to the destination. When the goal of the proto-
col is to optimise energy consumption (EC), energy 
loss will be an important influencing factor. On the 
other hand, if the emphasis is on protection against 
unwanted external interference, important factors 
will be the reputation of the next node on the route 
and the detection of jammers near that node. Perfor-
mance evaluation of the proposed protocols is done 
using different simulation environments, and some 
of the most common are network simulator 3 (ns3), 
network simulator 2 (ns2), optimised network engi-
neering tools (opnet), python, qualnet, matlab, ob-
jective modular network test-bed in C++ (OMNeT 
++), TensorFlow (TF) etc. Depending on the opti-
misation goal, different network performance met-
rics are used in the simulations, such as PDR, PLR, 
E2ED, TH, BW, HC, OH etc. Energy consumption 
and link connectivity (LC) are particularly import-
ant metrics when evaluating network performances 
in FANETs.

4. DISCUSSION
Following the development of modern cities and 

ITSs with high security and QoS requirements, we 
believe that future solutions will largely rely on het-
erogeneous dynamic WANETs that include fixed 
and ad hoc architecture with the addition of block-
chain, SDN and other technologies. By analysing 
the literature from this survey, it can be seen that 
the emerging RL-based routing can achieve better 
network performances than traditional algorithms in 
both VANETs and FANETs and provide prosperous 
integration with other technologies. With RL, im-
portant changes in the network can be detected in 
real-time, which makes this technology very suit-
able for use in complex highly dynamic heteroge-
neous networks. However, RL is a new and com-
plex technique that should be applied adequately 
in order to exploit its potentially very large bene-
fits. This technology is still the subject of intensive  
research, and there are many open questions and 
limitations to overcome. One of the dilemmas that 
can be observed is the selection of the appropriate 

Q-value, the agent forwards the packet to the 
neighbour with the highest Q-value. The reward 
that an agent receives has the maximum value if 
the neighbouring node is the destination and the 
minimum value if all neighbours of the forward-
ing node are further away from the destination. In 
other situations, the reward depends on the distance 
to the destination node, LQ, remaining energy and 
initial energy of the neighbour. The authors in [45] 
showed that ARdeep improves PDR and E2ED.

A representative of the last category from Table 1 
is FLRL [47], which uses FL and DRL for deter-
mining the optimal route in FANET. The FL system 
aims to determine the best relay node for packet 
forwarding, based on delay measure (depends on 
the distance to the relay node), stability rating (de-
pends on the speed of the current and neighbouring 
nodes), and bandwidth efficiency (depends on the 
total number of nodes involved in the communica-
tion). In this way, it is possible to find a route to a 
destination with the help of FL, but this route may 
not be the best. Therefore, in addition to FL, DRL 
is also used. In the DRL algorithm, each node rep-
resents a learning agent, and the state of neighbour-
ing nodes is known based on the FL. The action that 
an agent can take is to send packets to one of the 
neighbours and it consequently receives the appro-
priate reward. Based on FL, the reward will be 0 if 
the neighbour is best (optimal), and -1 if the neigh-
bour is sub-optimal. Moreover, the reward will have 
a minimum value if it is not possible to establish a 
link to a neighbour, and a maximum value if it is a 
destination. It is then possible to calculate Q-values, 
based on which the optimal relay node is selected. 
In this way, hop count and connection quality are 
included in the route selection. This algorithm im-
proves link connectivity and HC, as shown in [47].

3.3 Comparative analysis of RL-based 
routing protocols for VANETs  
and FANETs

The analysis of the previously described RL-
based protocols shows that their success mostly de-
pends on the appropriate design of the reward func-
tion. Therefore, a comparison of RL-based routing 
protocols for VANETs (Table 2) and FANETs (Table 3) 
is based on the influencing factors that determine 
the reward function. Furthermore, the comparison 
is done by the simulation software and the obtained 
network performance metrics. Various influencing 
factors are used in different studies, depending on 
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Table 2 – Comparative analysis of RL-based routing protocols in VANETs

Authors Protocol Influencing factors on the reward Performance metrics Simulator
Ji et al. [9] RHR type of control packets PDR, RTT, OH ns3

Li et al. [10] QGrid if the message is delivered to the dest. grid PDR, HC, delay, num. of forward-
ing, TH

custom-made 
(CM)

Wu et al. 
[11] DTNP direct connec. or HC and the elapsed time 

since the last connec. delay, PDR one

Zhang et al. 
[12] RSAR HC, LR, BW PDR, E2ED, average route length, 

OH ns2

Roh et al. 
[13] Q-LBR UAV relay node load, ground net. conges-

tion PDR, net. utilization, delay opnet

Wu et al. 
[14] ARPRL if the control packet arrived from the sender PDR, E2ED, HC, OH qualnet

Wu et al. 
[15] QTAR LQ, link expiration time, delay PDR, E2ED qualnet

Li et al. [16] ECTS if charging data arrive in dest. communication cost,  
connec. prob., PDR, OH ns3

Luo et al. 
[17] IV2XQ if the packet is forwarded to the dest. PDR, E2ED, HC, OH sumo, veins, 

omnet++
Yang et al. 

[18] HAEQR if the current node belongs to a set of a one-
hop neigh. of the dest. PDR, E2ED, HC sumo, ns2

Bouzid 
Smida et al. 

[19]
LEQRV

link lifetime, LQ, dist. to dest., mean 
opinion score (MOS) [49], num. of neigh., 

free-buffer level

MOS, peak signal-to-noise, structur-
al similarity, E2ED, frame loss sumo,  ns3

Lolai et al. 
[20] RRIN

vehicle speed difference, vehicle direction, 
the num. of data packets in the queue, 

signal fading, LR
PDR, PLR, delay, TH matlab

Nahar et al. 
[21] RL-SDVN dist. from the dest. vehicle delay, TH ns3

Dai et al. 
[22] QLASS reputation gain, the payoff of node action PDR, reputation, utility CM

Jiang et al. 
[23] QAGR RSS, transmission dist., the collision be-

tween vehicles PDR, E2ED, HC ns3

Wu et al. 
[24] V2R-CBR if the observed node is a one-hop neigh., 

HC, payoff, LQ
PDR, num. of collided MAC frames, 

E2ED, TH ns2

Zhang et al. 
[25] FLHQRP

if the current cluster belongs to a set of  
adjacency clusters of the dest. cluster, traf-

fic density in the cluster
PDR, E2ED, HC, OH ns2

Chang et al. 
[26] CEVCS if the observed node is a one-hop neigh., 

HC, LQ PDR, TH ns2

Saravanan et 
al. [27] DRLV

max. link utilization under the future 
routing  

strategy, optimal link utilization
PDR, E2ED, OH ns2

Ye et al. [28] VMDRL energy loss, TR EC, PLR, transmission time, prob. of  
communication interruption CM

Zhang et al. 
[29] TDRL-RP trust information PDR, TH TF, opnet

Yang et al. 
[30] VDDS HC, LQ TH, num. of gateway  

cluster heads CM

Nahar et al. 
[31] SeScR quality of available routes, vehicles speed, 

location
cluster stability, lifetime, alienation 
time, delay, TH, computation delay

sumo, om-
net++

Zhang et al. 
[32] SD-TDQL trust value of each vehicle, reverse delivery 

ratio PLR, delay matlab,TF

Zhang et al. 
[33] T-DDRL trust information TH, E2ED TF, opnet

Zhang et al. 
[34]

block-
SDV TH TH TF, phyton

Bi et al. [7] RLRC if a current node is a neigh. of the dest., 
HC, link utility, BW PDR, HC python

Jafarzadeh 
et al. [8], 

[35]
RRPV LQ, dist. from neigh. to dest. PDR, delay, OH omnet++
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the most common approach is to choose this central 
device as the learning agent, while all network vehi-
cles or UAVs form the environment. In the distribut-
ed ad hoc networks, the common solution is that all 
nodes are used as agents, while in the cluster-based 
routing algorithms CH usually takes a role of the 
agent. In order to further improve network perfor-
mance, RL can be used in combination with some 

RL type for the given routing problem. By analys-
ing the latest literature (Figure 1a), it can be seen that 
most of the authors (65.85%) use QL, 21.95% use 
DRL, both DDRL and MBRL use 4.88% of them, 
while the SARSA algorithm is applied in only one 
protocol (2.44%). In addition, authors still search 
for the optimal definition of the learning agent, its 
states and actions. When the network is centralised, 

Table 3 – Comparative analysis of RL-based routing protocols in FANETs

Authors Protocol Influencing factors on the reward Performance metrics Simulator

Li et al. [36] QMPS proportion of delay-sensitive messages, prob. of 
successfully receiving a message from a neigh. E2ED, TH, PLR ns3

Arafat et al. [37] QTAR next-hop node type, E2ED, node velocity, EC PDR, E2ED, EC, net. lifetime, 
OH matlab

Zheng et al. [38] RLSRP the conditional prob. of success or failure of 
transmitting a packet to the next-hop

indicators of route setup 
success rate, average route 

lifetime, HC, PDR, TH with-
out retransmissions, delay

matlab, 
ns2

Mowla et al. 
[39] AFRL if a jammer has been detected

accuracy, success rate, HC, 
num. of iterations to conver-

gence, cumulative reward
ns3

Sliwa et al. [40] PARRoT link expiry time, change in the neigh. set of the 
forwarding node PDR, E2ED omnet++, 

inetmanet

Da Costa et al. 
[41] Q-FANET if the link leads to the dest., if it is a local min. max. E2ED, jitter, PDR wsnet

Liu et al. [42] QMR if the link leads to the dest., if it is a local min., 
E2ED, EC E2ED, packet arrival ratio, EC wsnet

Khan et al. [43] RL-FANET successful transmission of the packet EC, num. of link breaks, net. 
lifetime matlab

Yang et al. [44] QL-FLRP HC, SPDT HC, remain node energy, TR CM 

Liu et al. [45] ARdeep
if the link leads to the dest., if it is a local min., 
dist. to dest., LQ, remaining and initial energy 

of neigh.
PDR, E2ED

TF, 
phyton, 
wsnet

Ayub et al. [46] AI-Hello transmission range, allowed airspace, num. of 
UAVs, speed ranges EC, OH, PDR, TH, E2ED ns3

He et al. [47] FLRL optimality of neigh. node, LC HC, LC matlab

MBRL,
4.88%

DDRL,
4.88%

SARSA,
2.44%

QL,
65.85%

DRL,
21.95%

blockchain,
4.88%

one,
1.92%

FL,
19.05%

None,
59,52%

ns3,
15.38%

ns2,
13.46%

matlab,
11.54%

SDN,
16,67%

qualnet,
3.85%wsnet,

5,77%
pyton,
5,77%

opnet,
5,77%

TF,
9.62%

omnet++,
9.62%

custom
made,
9.62%

sumo,
7.69%

a) Used RL-type b) Usage of other technique
in combination with RL

c) Simulator used for protocol 
testing

Figure 1 – Distribution of RL-based routing protocols
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changes in the environment. Too fast convergence 
can lead to instability and frequent changes in the 
selected routes, while too long convergence time 
leads to selection of sub-optimal routes. Another 
important factor of the learning process that influ-
ences the choice of the optimal route is the balance 
between the exploitation of acquired knowledge 
and the exploration of the environment due to its 
frequent changes. The most commonly used action 
selection policy is ε-greedy in which an agent with 
probability ε takes the action with the highest Q-val-
ue, while with probability (1-ε) selects a random ac-
tion to explore the environment. Unfortunately, in 
most papers, not enough attention is paid to the opti-
mal choice of parameters α, γ and ε; instead, typical 
values are adopted based on previous positive expe-
rience in other fields of application.

Another important aspect in proposing new pro-
tocols is the process of their evaluation. Certainly, 
the best method of protocol validation is test-bed 
experiments that use a real-life setup for data col-
lection. However, none of the analysed papers used 
this approach, instead, various simulation environ-
ments were used to evaluate the results. As can be 
seen from Figure 1c, most authors use open-source 
simulators or create their own simulation environ-
ment.

5. CONCLUSION
In this paper, an overview and classification of 

the RL-based routing protocols for VANETs and 
FANETs published since 2018 are provided. The 
protocols are classified into several categories based 
on network type, RL type and combination of RL 
with some other techniques. One chosen protocol 
from each category is explained in more detail. A 
comparative analysis of routing protocols is also 
given based on influential factors that determine 
the value of the reward in RL and network perfor-
mance metrics used in simulations. However, a few 
limitations had to be adapted. Considering the cur-
rent trends in this area, our classification is limit-
ed to the last couple of years, bearing in mind that 
the number of research papers is increasing every 
year. MANETs are not included in this survey, but 
considering the extensive experience in the appli-
cation of RL-based techniques in this type of net-
works, they will certainly be the subject of our fu-
ture research. In addition, although RL dominates 
in routing applications, there are certain possibili-
ties of applying supervised and unsupervised tech-

other technique, such as FL, SDN and blockchain, 
but most of the authors still do not use this possibil-
ity (Figure 1b). 

Having in mind that the QL technique is rela-
tively simple, and that has a table approach in the 
algorithm implementation, it is suitable for relative-
ly small ad hoc networks, so most of the routing 
protocols analysed in this survey are limited to ap-
plication in this network type. Since in these net-
works the learning algorithm is distributed among 
all nodes, which already have routing tables, storing 
data in Q-tables is a straightforward extension. But 
this approach is not an adequate solution for com-
plex networks with a large number of nodes because 
the action-value space will grow exponentially. In 
those cases, DRL or some method for Q-table lim-
itation should be used. Implementation of the DRL 
algorithm needs high computation resources and 
challenging convergence time, so it is more suitable 
for networks with centralised entities such as SDN 
or cluster-based networks with RSUs. Practical ap-
plication of those techniques must carefully consid-
er the security aspect as well. Although a centralised 
approach is a very good solution, in recent studies 
the authors are considering the integration of block-
chain technology that provides a distributed trust 
management system. Currently, fewer authors use 
DRL, especially if it includes some other technique, 
but the number of DRL-based protocols constantly 
increases. 

Besides the most important issue of selecting RL 
type, different approaches to defining the reward 
can be found (Tables 2 and 3), which obviously de-
pend on the parameters that need to be optimised. 
When forming the reward, the agent relies on vari-
ous feedback mechanisms that typically involve the 
exchange of additional control packets to determine 
the LQ or similar QoS parameters, which increases 
the routing overhead. Unfortunately, this cannot be 
avoided, but it is necessary to consider the possibil-
ity of using hierarchical routing that limits the area 
for the exchange of control packets, thus reducing 
the routing overhead.

One of the major challenges in RL applications 
is the convergence of the learning algorithm. The 
learning process is influenced by two key parame-
ters: learning rate α and the discount factor γ, which 
determines the importance of future rewards. It is 
very important to carefully choose optimal values 
of these parameters to provide for proper function-
ing of the learning process and timely adaptation to 
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obećava učenje potkrepljivanjem (RL). Iako postoji ne-
koliko istraživanja o protokolima rutiranja na bazi RL za 
VANET i FANET mreže, važno pitanje integracije RL sa 
značajnim modernim tehnologijama, kao što su softver-
ski definisano umrežavanje (SDN) ili blockchain, nije na 
odgovarajući način obrađeno, posebno kada se koristi 
u kompleksnim ITS. U ovom radu fokusirali smo se na 
izvođenje sveobuhvatne kategorizacije protokola ruti-
ranja baziranih na RL za oba tipa mreže, imajući u vidu 
njihovu istovremenu upotrebu i inkluziju sa drugim teh-
nologijama. Sprovedena je detaljna komparativna anal-
iza protokola na osnovu različitih faktora koji utiču na 
funkciju nagrade kod RL i posledica koje one imaju na 
performanse mreže. Takođe, detaljno su razmotrene kl-
jučne prednosti i ograničenja rutiranja baziranog na RL.
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učenje potkrepljivanjem; Q-učenje; protokoli rutiranja;  
VANET; FANET; ITS.
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PROTOKOLI RUTIRANJA BAZIRANI NA 
UČENJU POTKREPLJIVANJEM ZA BEŽIČNE 
AD HOC MREŽE ZA VOZILA I BESPILOTNE 
LETELICE – PREGLED LITERATURE

REZIME
Sa razvojem pametnih gradova i inteligentnih trans-

portnih sistema (ITS), bežične ad hoc mreže za vozila i 
bespilotne letelice (VANET i FANET) postaju sve znača-
jnije. Velika mobilnost čvorova u ovim mrežama dovo-
di do čestih prekida linkova, što komplikuje otkrivanje 
optimalne putanje od izvora do odredišta i degradira 
mrežne performanse. Jedan od načina da se prevaziđe 
ovaj problem je korišćenje mašinskog učenja (ML) u pro-
cesu rutiranja, a među različitim tipovima ML, najviše 
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