ABSTRACT

Portions of dynamic traffic volumes consisting of multiple vehicle classes are accurately monitored without vehicle detectors using vehicle-to-infrastructure (V2I) communication systems. This offers the feasibility of online monitoring of the total traffic volumes with multi-vehicle classes without any advanced vehicle detectors. To evaluate this prospect, this article presents a method of monitoring dynamic multi-class vehicular traffic volumes in a road location where road-side equipment (RSE) for V2I communication is in operation. The proposed method aims to estimate dynamic total traffic volume data for multiple vehicle classes using the V2I sensing probe volume (i.e. partial vehicular traffic volumes) collected through the RSE. An experimental study was conducted using real-world V2I sensing probe volume data. The results showed that traffic volumes for vehicle types I and II (i.e. cars and heavy vehicles, respectively) can be effectively monitored with average errors of 6.69% and 10.89%, respectively, when the penetration rates of the in-vehicle V2I device for the two vehicle types average 0.384 and 0.537, respectively. The performance of the method in terms of detection error is comparable to those of widely used vehicle detectors. Therefore, V2I sensing probe data for multi-vehicle classes can complement the functions of vehicle detectors because the penetration rate of in-vehicle V2I devices is currently high.
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1. INTRODUCTION

Monitoring real-time traffic volumes is essential for dynamic traffic control and operation in modern intelligent transportation systems (ITSs). Hence, various vehicle detectors, ranging from conventional inductive loops to advanced radar sensing, are densely deployed and utilised for monitoring real-time traffic volumes. However, the field installation, operation and management of vehicle detection systems require extensive funding and resources to ensure reliability and accuracy of the measured traffic information. In addition, the widely used vehicle detectors (e.g. loop and image processing types) still have deficiencies when used to classify vehicle types (e.g. cars, buses and trucks) from the empirical perspectives of transportation practitioners.

To address the above issues effectively, we conducted a literature review on academic investigations regarding advanced data sources [1–3]. Note that the literature review in this study is focused on academic research in which real-life advanced data are used to infer temporal vehicular traffic volumes for a road location with no vehicle detector. Two types of probe data have been used for the dynamic estimation of traffic volumes: cellular phone (CP) [1, 2] and car navigation data [3]. Academic trials for inferring the hourly vehicular volume using CP call counts and the related probability of crossing inter-cell boundaries were reported in [1, 2]. These two studies showed that CP call data could be utilised to determine hourly traffic volumes, although...
the average estimation error was 20%. Point-to-
point vehicle trajectory data collected from car nav-
gigation systems were also employed by Chang and
Yoon to monitor dynamic traffic volumes [3]. They
demonstrated that temporal traffic volumes at a
time length of 5 min can be directly monitored with
5.69% average error at a 14.91% penetration rate
(PR) of vehicle global positioning system (GPS)
systems.

Despite these notable achievements, two current
issues should be effectively addressed in relation to
the actual application of ITSs from the perspectives
of traffic engineers and field staff. Real-time traffic
volumes with multiple classes of vehicles should be
monitored by other methods as an alternative to ve-
hicle detectors. Advanced probe data sources (e.g.
CP and vehicle GPS), used as the input dataset of a
method, should be stably supported because online
monitoring reliability is one of the crucial require-
ments of vehicle detection systems. Unfortunately,
the CP call and vehicle GPS probe counting data
do not include any direct clues for identifying the
vehicle type (e.g. cars, buses and trucks) in many
cases. These data sources usually belong to private
businesses and are thus linked to serious obstacles,
such as high cost and privacy policies. In addition,
transmission delays are expected in the process of
transferring data between the private sector and ad-
vanced transportation data centres.

Fortunately, vehicle-to-infrastructure (V2I)
communication systems based on dedicated short-
range communication (DSRC) have been widely
introduced and utilised for electronic toll collect-
ion and section-based traffic speed monitoring in
modern ITSs. The V2I system essentially solves the
aforementioned obstacles inherent in private sector
data because sensing probe data collected through
this V2I system include direct information about ve-
hicle types, and monitoring stability and direct ac-
to the sensing data are guaranteed in real time.
In addition, in-vehicle V2I devices (e.g. 5.8 GHz ra-
dio frequency (RF) onboard unit (OBU) terminals)
have a high PR in many developed countries. These
facts offer a practical opportunity to directly infer
real-time traffic volumes of multiple vehicle class-
es for any road location where vehicle detectors are
not installed.

This research aims to verify the feasibility of
using V2I sensing probe data for obtaining the dy-
namic traffic volumes of multiple vehicle classes in
road locations where roadside equipment (RSE) is
operated for V2I communication. In relation to this
research aim, a novel method was developed to con-
vert V2I sensing probe volumes (i.e. partial vehicu-
lar volumes) into overall vehicular traffic volumes.
An experimental verification for demonstrating the
feasibility of the method was performed. Based on
the analysis results, some findings and further re-
search directions related to the possible monitoring
of traffic volumes with multiple vehicle classes us-
ing V2I probe data in the present and near-future era
are discussed.

2. METHODOLOGY

2.1 Approach concept

The spatial-temporal evolution of traffic volume
states serves as an initial deterministic system (i.e.
a chaotic system) [4–6]. In other words, the evolu-
tion of traffic volume states naturally shows inten-
sive and wide variations in ergodic and non-peri-
odic manners. This is one of the main reasons that
vehicular traffic volumes are directly measured by
vehicle detectors rather than indirectly inferred by
estimation techniques. For instance, geostatistical
analysis techniques (e.g. kriging interpolation) fail
to reliably estimate road traffic volume [7, 10]. In
addition, according to our literature review, the dy-
namic behaviour of traffic volume makes it difficult
to directly infer reliable temporal traffic volumes
using indirect probe data (e.g. mobile phone data),
despite the fact that the PR of this data source is
very high. Therefore, direct probe data closely re-
lated to vehicle volumes should be employed to ex-
plain the dynamic behaviour of traffic volumes and
guarantee the reliability of estimations.

V2I communication is conducted between in-
vehicle devices (e.g. RF OBU terminals) and RSE.
This implies that in-vehicle devices in service can
be considered as moving probes that can be used to
measure partial vehicle volumes at RSE locations
when the PR of in-vehicle devices is not 100%.
Based on this self-evident fact, it can be assumed
that the V2I probe volume (i.e. partial vehicle vol-
ume) represents a portion of the total traffic volume,
or is at least directly correlated with this volume,
considering random sampling variations. If this as-
sumption is reasonable, the total traffic volume at
an RSE location can then be calculated using the re-
lationship between the V2I probe volume and total
vehicle volume as measured from locations close to
the RSE location. This assumption is also supported
by research [3, 7, 10], in which vehicle-GPS probe volume data are employed directly to estimate vehicular traffic volumes along road sections. Importantly, in-vehicle V2I devices are widely utilised for electronic toll collection, with high market share. Accordingly, V2I sensing probe data intrinsically include direct information about multi-vehicle classes. For this reason, V2I sensing probe data provide key information to effectively address the uncertainty problem during direct monitoring of real-time traffic volumes with multi-vehicle classes.

Based on the aforementioned concepts, a method of producing dynamic traffic volumes for multi-vehicle classes at RSE locations using V2I sensing probe volume data is proposed in this study. The method consists of two steps: filtering and converting the probe volume data. In the filtering step, the temporal probe volumes are tuned into suitable data by eliminating random noise effects. In the conversion step, a filtered probe volume at an RSE location where an estimation is desired is expanded into a vehicle volume value using the optimal relationship between the filtered probe volume and vehicle volume. Integrating the two steps can efficiently solve the problem of estimating the vehicle volume by minimising the number of uncertainties that unavoidably arise when addressing this problem.

2.2 Filtering method

The V2I sensing probe volume is a random sample with a given PR of in-vehicle V2I devices. Naturally, the temporal development of the probe volume (i.e. partial vehicle volume) shows a wider relative variation (RV) than that of the total vehicle volume when the PR (0.0-1.0) of the in-vehicle V2I devices with respect to the vehicle volume is less than 1.0. This sampling variability significantly increases when the vehicle volume or PR values are low. Zero probe volumes can also occur even when the vehicle volumes are not low and the PR values are high. Because of this sampling variability, estimation failures (i.e. over- and underestimation problems) are inevitable, especially at turning points when raw probe volume data are directly employed to produce estimations of vehicle volumes without a filtering or imputation process. In addition, such estimation failures caused by sampling variability are closely related to the reliability of the estimation.

To address these problems efficiently, the filtering method assesses the reduction of unnecessary random variations and conducts an interpolation of the zero probe volume values simultaneously. The filtering method is designed based on the fact that the RV distribution (RVD) of temporal probe volumes is greater than or at least equal to that of temporal vehicle volumes, as shown in Figure 1. Thus, unnecessary variations in probe volumes can be removed using the RVDs of the temporal probe volumes and temporal vehicle volumes.

To compute the temporal RV values, the time-series values and average values for the vehicle and probe volumes are defined as follows: A set consisting of three RSE locations is defined as \( l=\{tg, up, dn\} \) for the target RSE (tg), along with the upstream (up) and downstream (dn) of tg. A series of time intervals at the present time interval \( t \) toward the previous time intervals is defined as \( T=[(t),(t-1),…,(t-d)] \), where \( d \) is the embedding size of the time series. A set of vehicle volumes (\( v \), vehicles per time interval) and a set of probe volumes (\( p \), vehicles per time interval) for \( l \) are defined as \( V_v=[v(t),v(t-1),…,v(t-d)] \) and \( P_v=[p(t),p(t-1),…,p(t-d)] \), respectively. With these definitions, let \( x_i \) represent the average values of the elements of \( V_v \) and those of \( P_v \), where \( x_i=\{v,p\} \). Let \( R_v^l=[r_v^l(t),r_v^l(t-1),…,r_v^l(t-d)] \) be a time series of RV values for \( V_v \) or \( P_v \). Thus, each element of \( R_v^l(i) \) (i.e. \( r_v^l(i) \)) is calculated using \( x_i \) and \( \bar{x_i} \) if \( l=\text{tg} \), then \( x_i \neq \bar{v} \) as follows:

\[
r_v^l(i) = \frac{x_i(i) - \bar{x_i}}{\bar{x_i}}, \quad \forall l, i, i \in T
\]

As mentioned before, the RV of the probe volumes (i.e. \( R_v^l \)) is greater than that of the vehicle volumes (i.e. \( R_v^l \)) (Figure 1). Thus, \( r_v^l(i) \) can be modified such that it becomes similar to \( r_v^l(i) \) using the standard deviations of \( R_v^l \) and \( R_v^l \). Let \( \sigma_v^l \) be the standard deviation of RVD of \( R_v^l \), where \( x_i=\{v,p\} \) and \( l=\text{tg} \). Let \( P_v^l=[p_v^l(t),p_v^l(t-1),…,p_v^l(t-d)] \) be a time series of the adjusted probe volumes for \( l \). Based on these
definitions, each element of \( P^i_j \) is computed with \( \bar{P}^i_j \) and an adjustment factor \( (f^i_j) \) (i.e. the rate of \( \sigma^i_j \) to \( \sigma^j_i \)) using \textit{Equation 2}. In this manner, each probe volume (i.e. \( p^i_j(i) \)) is tuned into \( p^i_j(t) \) by removing any unnecessary random sampling variation.

\[
p^i_j(t) = \bar{P}^i_j \left[ 1.0 + r^i_j(t) \frac{\sigma^i_j}{\sigma^j_i} \right] \quad \forall i, l \neq i, i \in T \tag{2}
\]

With regard to \( tg \), it is impossible to calculate the value of an adjustment factor (i.e. \( f^i_j = \sigma^i_j / \sigma^j_i \)), because \( V_{tg} \) is not measured. Therefore, it is assumed that the adjustment factor value for \( tg \) is more similar to that of \( i \) when \( \bar{P}^i_j \) (i.e. the average of the elements of \( P_{tg} \)) is closer to \( \bar{P}^i_j (\neq tg) \). This can be supported by the rational reasoning that the PR values (=\( \bar{P}^i_j / \bar{P}_i \)) of the in-vehicle V2I devices for the three locations are analogous with acceptable differences, despite the fact that \( \bar{P}^i_j \) cannot be estimated.

To determine the adjustment factor value for \( tg \) (i.e. \( f^i_j \)), let \( \bar{P}_{max}^i \) and \( \bar{P}_{min}^i \) be \( max \{ \bar{P}^i_j \} \) and \( min \{ \bar{P}^i_j \} \), (\( \neq tg \)), respectively. Let \( f_{max}^i \) and \( f_{min}^i \) be the adjustment factor values associated with \( \bar{P}_{max}^i \) and \( \bar{P}_{min}^i \), respectively. Based on these considerations, the similarity between \( \bar{P}^i_j \) and \( \bar{P}^i_j \) can be effectively employed to combine the two adjustment factors (i.e. \( f_{max}^i \) and \( f_{min}^i \)) into one adjustment factor (i.e. \( f^i_j \)) for \( tg \) (\( \neq tg \)). \( f^i_j \) is determined by the inverse of the similarity in \textit{Equation 3}.

\[
f^i_j = \begin{cases} f_{max}^i & \text{if } \bar{P}^i_j \leq \bar{P}_{max}^i \\ \frac{f_{max}^i + f_{min}^i}{2} & \text{if } \bar{P}_{min}^i < \bar{P}^i_j < \bar{P}_{max}^i \\ f_{min}^i & \text{if } \bar{P}_{max}^i < \bar{P}^i_j \end{cases}
\tag{3}
\]

Finally, an adjusted probe volume for \( tg \) at \( t \) (i.e. \( p^i_j(t) \)) is computed with a determined value of \( f^i_j \) as

\[
p^i_j(t) = p^i_j(t) \left[ 1.0 + r^i_j(t) \cdot f^i_j \right] \tag{4}
\]

2.3 Conversion method

A nonlinear relationship between \( P^\alpha_i \) and \( V(l\neq tg) \) was employed in this study to convert the adjusted probe volume (i.e. \( p^i_j(t) \)) to vehicle volume \( \bar{V}_{tg} \) for the target location \( (tg) \) at time interval \( (t) \). To determine an optimal fitting, \( P^\alpha_i \) and \( V(l\neq tg) \) were used as explanatory and dependent variables, respectively. These two variables are defined as follows: Let \( P=[P_{up}, P_{dn}] \) and \( V=[V_{up}, V_{dn}] \) be the sets of probe and vehicle volumes, respectively. To describe the conversion method, these definitions are redefined based on the number of observations \((K=2(d+1))\). Let \( P=[p_1, p_2, \ldots, p_K] \) and \( V=[v_1, v_2, \ldots, v_K] \) be the independent and dependent variables, respectively.

The temporal evolution of vehicular volume states shows intensive variations ergodically and non-periodically [4–6], that is, vehicle volumes vary steeply at turning points \( (\text{Figure 1}) \). In this case, undesirable results (e.g. repetitive over- and underestimations and even negative estimations) can occur because of the failure of the directionality of a proper relationship between \( P \) and \( V \) when linear regression is used. To address these estimation failures effectively, a power curve for nonlinear curve fitting (ranging from logarithmic and linear to positive exponential fittings) is used to identify a suitable relationship between \( P \) and \( V \) \( (\text{Figure 2}) \). The power curve is defined as follows:

\[
v = \alpha \cdot p^\beta
\tag{5}
\]

where \( \alpha \) \((>0.0)\) and \( \beta \) \((>0.0)\) are the coefficient and exponent, respectively, of \( P \). For an optimal curve fitting that minimises the total estimation error, the individual errors between the observations and estimates can be expressed as

\[
e_i = v_i - \alpha \cdot p_i^\beta
\tag{6}
\]

where \( \hat{\alpha} \) and \( \hat{\beta} \) are the optimal \( \alpha \) and \( \beta \) values, respectively, and \( e_i \) is the estimation error for observation \( i \) (i.e. \( v_i \) ), \( i \in K \). Based on these considerations, a minimisation problem for determining an optimal curve is defined as follows:

\[
\text{Min} \sum_{i=1}^{K} |v_i - \hat{\alpha} \cdot p_i^\hat{\beta}|
\tag{7}
\]

s.t. \( 0.0 < \hat{\alpha}, \quad 0.0 < \hat{\beta} \)

where \( \hat{\alpha} \) is greater than zero, as vehicle volumes are greater than zero, and \( \hat{\beta} \) is greater than zero, as vehicle volumes do not decrease with increasing probe...
market share of RF OBUs exceeds 40%. The RF OBU probe volume data used for the V2I sensing probe data in the case study were collected from the RSE located at three tollgates of the testbed through the DSRC system of Korea Expressway Corporation (KEC). The vehicle volume data were monitored at the same tollgates in the toll collection system of KEC. As such, the RF OBU probe volume is a direct part of the vehicle volume at a tollgate. In addition, for analysing multiple vehicle classes, the vehicles were categorised into two: vehicle type I pertains to cars whereas vehicle type II includes buses and trucks.

Figure 4 illustrates the PR of the probe volume to the vehicle volume for the two types of vehicles, where $\text{PR} = \frac{\text{probe volume}}{\text{vehicle volume}}$. On average, the PR values for vehicle types I and II reach 0.384 and 0.537, respectively. Note that these average PRs are very high from the standpoint of statistical sampling rate. The result reveals a wide variation for the two vehicle types despite the high PRs. The range of variation becomes narrower when the vehicle volume increases as the sampling variability decreases.

The PRs of vehicle type I vary widely from 0.19 to 0.60 in the vehicle volume regime of $v<100$, but the variation decreases (ranging from 0.29 to 0.48) in the vehicle volume regime of $100\leq v$. The PRs of vehicle type II, in spite of the average exceeding 0.5, vary extensively from 0.11 to 1.0 in the vehicle volume regime of $v<40$, while the variation decreases, ranging from 0.26 to 0.77, in the vehicle volume regime of $40\leq v$. Thus, the behaviour of the PR (i.e. the sample size) relative to the degree of vehicle volume (i.e. population) is close to a mixed state, and it shows a closed boundary condition. This indicates that the probe volume for estimating the vehicle volume should be adjusted to eliminate the sampling variability, even when it is collected at a high PR of in-vehicle V2I devices. However, the PR trends for the two types are constant on average, even when the vehicle volume decreases. This implies that the V2I sensing probe volume can be effectively employed to obtain the total vehicle volume through a method that expands the probe volume into the vehicle volume when the sampling variability included in the probe volume is eliminated.

To thoroughly examine the performance capabilities of the method presented in this paper, the following three performance measures were carefully
selected and applied, excluding the average performance measures. The volumes of the two vehicle types (I and II) vary widely (from 12 to 540 and 2 to 105, respectively) (Figure 4). In this case, the absolute percentage error (APE) and relative percentage error (RPE) provide a useful basis for comparison [5–7]. The APE and RPE have shortcomings when used with low traffic volumes, as the RV of a low traffic volume is higher than that of a high traffic volume. To compensate for the deficiencies of the two measures, a straight error for lane (SEL, vehicles per lane) was also employed, which can be useful in practice from the viewpoints of traffic control and operation. Using these performance measures, various analyses were conducted: hit rate and statistical analyses. Additionally, the mean of the APEs (MAPE) was used as the total performance measure to determine the optimal parameter values (i.e. the $d$ value) of the proposed method. APE ($\%$), RPE ($\%$) and SEL (veh) are expressed as follows:

$$APE = \frac{y_i - \hat{y}_i}{y_i} \times 100, \quad y_i > 0.0$$  \hspace{1cm} (9)

$$RPE = \frac{y_i - \hat{y}_i}{y_i} \times 100, \quad y_i > 0.0$$  \hspace{1cm} (10)

$$SEL = \frac{\sum_{t=1}^{l} (y_i - \hat{y}_i)}{l}$$  \hspace{1cm} (11)

where $y_i$ and $\hat{y}_i$ are the observed and estimated values of sample $i$, respectively, and $l$ denotes the number of lanes.

### 3.2 Results and findings

The model presented in this study was developed based on the integration of the filtering and conversion steps. The model was designed to minimise the model parameters by using a single parameter. This is a significant advantage in practical applications where the estimation accuracy needs to be guaranteed. Despite this consideration, the performance of the method relies heavily on the $d$ value (i.e. the embedding size of the time series) in terms of estimation accuracy. Hence, for a given dataset, the $d$ value plays a critical role in reducing any unnecessary temporal variation in the probe volumes, which in turn influences our understanding of the relationship between the probe volume data and vehicle volume data.

The effects of the $d$ value on the estimation accuracy of the two types of vehicles are shown by the MAPE in Figure 5. The target time span is 18 h (06:00–24:00) per day. This analysis period is important given the dynamic traffic control and operational strategies of the ITS. Regarding vehicle type I, the estimation error decreases steeply ($d=2\rightarrow 4$) and then remains ($d=5\rightarrow 11$) in the optimal error space, after which it increases ($d=12\rightarrow 20$). Thus, the estimation error decreases to the optimal error space, and then gradually increases as the $d$ value increases. This concave error behaviour indirectly indicates that the locality of the temporal development of the probe or vehicle volume exists regardless of whether the boundary condition is obvious. This also implies that the relationship between the probe and vehicle volumes can be determined within an acceptable margin of error.
standard deviation of the RPD (SDRPD) of the raw probe volume is 36.9, whereas that of the filtered probe volume is 14.6. The adjustment gain is also as high as 60.4\% \[=\frac{(36.9-14.6)}{36.9} \times 100\]. Specifically, the temporal raw probe volumes for vehicle type II reveal intensive variations, similar to the temporal variation in signalised traffic volumes [5, 8].

The SDRPDs of the raw and filtered probe volumes are 72.3 and 34.6\%, respectively. In addition, the zero probe volumes are replaced with suitable values. Similar to vehicle type I, the adjustment gain for type II reaches 52.2\%. The results clearly indicate that the temporal variation in the raw probe volumes can be successfully adjusted to become similar to that of the vehicle volumes, at least in this case. Thus, undesirable estimations can be effectively prevented by filtering out unnecessary random sample variations.

Most importantly, the optimal error space for each vehicle type is very stable, with a minimal error of +0.5\%. This indicates that the best or second-best parameter values can be analysed and determined within the margin of error on a weekly or even a monthly basis in advance. This is a crucial advantage from the perspective of field staff personnel who do not have a broad range of experience in calibrating and modifying an advanced ITS model. In addition, the optimal d values of 7 and 11 for vehicle types I and II, respectively, were selected for a deeper analysis.

Figure 6 shows a comparison of the temporal variations in the raw and filtered probe volumes for one day. Extreme variations at turning points, which can result in undesirable estimations, are filtered, eliminating unnecessary sampling variations in terms of the relative percentage difference (RPD), where \[ \text{RPD} = \frac{p(t+1)-p(t)}{p(t)} \times 100 \]. For vehicle type I, the standard deviation of the RPD (SDRPD) of the raw probe volume is 36.9, whereas that of the filtered probe volume is 14.6. The adjustment gain is also as high as 60.4\% \[=\frac{(36.9-14.6)}{36.9} \times 100\].

Specifically, the temporal raw probe volumes for vehicle type II reveal intensive variations, similar to the temporal variation in signalised traffic volumes [5, 8]. The SDRPDs of the raw and filtered probe volumes are 72.3 and 34.6\%, respectively. In addition, the zero probe volumes are replaced with suitable values. Similar to vehicle type I, the adjustment gain for type II reaches 52.2\%. The results clearly indicate that the temporal variation in the raw probe volumes can be successfully adjusted to become similar to that of the vehicle volumes, at least in this case. Thus, undesirable estimations can be effectively prevented by filtering out unnecessary random sample variations.
Figure 7 displays the relationships between the probe and vehicle volumes before and after filtering. The relationships between the two variables for the two vehicle types are effectively improved in terms of $R^2$ after the filtering process. Thus, the $R^2$ values of vehicle types I and II increase from 0.953 and 0.895 to 0.991 and 0.953, respectively. These results indicate that the filtered probe volumes for vehicle types I and II statistically explain 99.1% and 95.3% of the vehicle volumes, respectively. This result appears to be statistically acceptable despite the fact that the attribute of $R^2$ increases when the number of observations increases. The effect of filtering random variations is also distinguished when the vehicle volumes are low. Therefore, the explanatory power of the probe volumes is remarkably improved, which in turn is related to a more reliable understanding of the relationship between the probe and vehicle volumes during the conversion process.

The analysis results for the two vehicle types according to the two traffic-volume regimes are summarised in Table 1. For all volume regimes, it can be seen that the accuracy of the method proposed in this study is at least comparable to those of modern vehicle detectors. Note that the vehicle counting detection errors for the inductive loop, laser scanner, weight-in-motion (WIM) piezoelectric and WIM quartz detectors with five-minute data aggregation were reported to be 10.6, 24.1, 7.4 and 17.6% in terms of the MAPE, respectively [9]. In all regimes of the two vehicle types, the performance capabilities of the proposed method in terms of the MAPE are also comparable to those of short-term forecasting studies of motorway traffic flows [6] and signalised traffic flows [5, 8].

The worst performances for the APE and RPE are observed in the low-volume regime, excluding the SEL, as shown in Figures 8 and 9, especially for vehicle type II. The APEs exceed 20% in many cases, which is undesirable from a forecasting standpoint.

![Figure 7 - Efficacy of the filtering method](image-url)
### Table 1 – Summary of results

<table>
<thead>
<tr>
<th>Performance measure</th>
<th>All regimes</th>
<th>Low-volume regime</th>
<th>Heavy-volume regime</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vehicle type</td>
<td>Vehicle type</td>
<td>Vehicle type</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>II</td>
<td>I</td>
</tr>
<tr>
<td>Cases (volume)</td>
<td>314(&lt;100)</td>
<td>374(&lt;20)</td>
<td>1126(100≤)</td>
</tr>
<tr>
<td>APE Mean</td>
<td>6.69</td>
<td>10.89</td>
<td>11.32</td>
</tr>
<tr>
<td>APE Median</td>
<td>5.04</td>
<td>8.67</td>
<td>8.72</td>
</tr>
<tr>
<td>APE Max.</td>
<td>49.15</td>
<td>105.25</td>
<td>49.15</td>
</tr>
<tr>
<td>RPE Mean</td>
<td>0.88</td>
<td>0.13</td>
<td>0.88</td>
</tr>
<tr>
<td>RPE Max.</td>
<td>49.15</td>
<td>105.25</td>
<td>49.15</td>
</tr>
<tr>
<td>RPE Min.</td>
<td>-35.59</td>
<td>-49.02</td>
<td>-35.59</td>
</tr>
<tr>
<td>RPE SD</td>
<td>9.10</td>
<td>14.56</td>
<td>14.44</td>
</tr>
<tr>
<td>HR±10%</td>
<td>79.17</td>
<td>57.36</td>
<td>54.14</td>
</tr>
<tr>
<td>HR±20%</td>
<td>96.25</td>
<td>85.63</td>
<td>83.44</td>
</tr>
<tr>
<td>SEL Mean</td>
<td>3.54</td>
<td>0.85</td>
<td>1.07</td>
</tr>
<tr>
<td>SEL Max.</td>
<td>18.38</td>
<td>4.47</td>
<td>5.56</td>
</tr>
<tr>
<td>SEL Min.</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>SEL SD</td>
<td>3.11</td>
<td>0.73</td>
<td>0.99</td>
</tr>
<tr>
<td>HR±5veh</td>
<td>71.94</td>
<td>100.00</td>
<td>99.68</td>
</tr>
<tr>
<td>HR±10veh</td>
<td>95.76</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Note: SD and HR stand for standard deviation and hit rate.
Note that the marginal error of detection by vehicle detectors should not exceed 20% relative to the actual traffic volume [1]. In spite of these undesirable performances, the estimations for the low-volume regime for vehicle types I and II are acceptable with the maximal SELs of 5.56 and 2.15, respectively, which are less than or equal to one vehicle per minute in practice.

The hit rate within the RPE±10.0% does not reach 90.0% in any regime for the two vehicle types; however, the RPE±20.0% is greater than 90.0% in the case of the heavy-volume regime. The hit rate within the SEL±10 vehicles is as high as 95.76% and even reaches 100.0% at times for all regimes of the two vehicle types. In contrast, for the heavy-volume regime with vehicle type I, the APE values are less than 20.0% in most cases (Figure 9a), where the temporal variation of the estimations is in good agreement with that of the observations (Figure 8a). In addition, the hit rate within the RPE ± 20.0% for the heavy-volume regime reaches 99.82% (Figure 9a). Moreover, the worst cases, with rates of -35.59% or +49.15% occur late at night, although they are tolerable for SELs within ± 5.0 vehicles (Figure 9b).

It should be noted that the prediction performances of the proposed method in low-volume regimes are comparable to those of pattern selection-based short-term predictions [5–6] in terms of the MAPE. The hit rate performance within the RPE±10.0% is as high as 95.76% and even reaches 100.0% at times for all regimes of the two vehicle types. In contrast, for the heavy-volume regime with vehicle type I, the APE values are less than 20.0% in most cases (Figure 9a), where the temporal variation of the estimations is in good agreement with that of the observations (Figure 8a). In addition, the hit rate within the RPE ± 20.0% for the heavy-volume regime reaches 99.82% (Figure 9a).

The hit rate performance within the RPE±10% is depicted in Figure 10. It can be seen that the performance of the proposed method in terms of the APE is obviously comparable to the required detection accuracy for modern vehicle detectors [9]. The $R^2$ values for vehicle types I and II are 0.983 and 0.952, respectively. This indicates that the predicted traffic volumes for vehicle types I and II statistically explain 98.3% and 95.2% of the actual traffic volumes, respectively. Hence, the proposed method of directly estimating the traffic volumes for multiple vehicle classes can be a feasible complementary ap-
predicted traffic volumes with respect to the real traffic volumes for vehicle types I and II reach 0.98 and 0.95, respectively, and even higher. This means that the predictions for vehicle types I and II statistically explain at least 0.98% and 0.95% of the observations, respectively. The average errors for vehicle types I and II are 6.69% and 10.89%, respectively, with a hit rate (± 10.0 vehicles) of more than 96%. This indicates that the estimation capability of the proposed method is at least comparable to the detection capabilities of modern vehicle detectors [9] based on the $R^2$ statistics and monitoring accuracy.

Therefore, the direct estimation of real-time traffic volumes for multiple vehicle classes is a promising approach to solve the current hindrances associated with the vehicle detection infrastructure and traffic volume surveillance. In addition, the method presented here is instantly applicable when real-time V2I sensing probe volume data is available.

Despite the meaningful results, there are other potential approaches for directly monitoring real-time traffic volumes in unmeasured road locations using advanced methods and data. Further research on improving the performance of the method proposed in this study should be conducted. Moreover, GPS-enabled V2I OBU probe volume data can be used effectively for monitoring spatially unconstrained real-time vehicle traffic volumes.
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